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Overbank flow depth prediction in alluvial compound channels

R. D. Karamisheva MSc, PhD, J. F. Lyness MSc, PhD, CEng, MICE, MStrucE, CMath, MIMA, W. R. C. Myers PhD, CEng, MICE, J. B. C. Cassells PhD and J. O’Sullivan MSc, PhD

Algorithms based on simple one-dimensional stage–discharge models for compound channels have been developed and tested for overbank flow data from the UK Flood Channel Facility and the University of Ulster channel with straight and meandering planforms. The proposed divided resistance approach takes into account the grain resistance, the bed form resistance and the roughness characteristics of the floodplain but it was found to give unsatisfactory prediction of the flow depth for compound channels with rough floodplains. A simple algorithm for stage–discharge prediction based on a lumped resistance approach was then proposed. It requires calibration of the overbank Manning n for a relative depth zero and a coefficient of proportionality, and this is achievable if measurements of the flow depth and velocity are taken for at least three overbank flow discharges. The application of the lumped approach to various flume and field data showed good agreement between the measured and predicted flow depths.

NOTATION

\[ A \] cross-sectional area (m²)
\[ b \] coefficient of proportionality
\[ D_p \] particle diameter such that x% is finer (m)
\[ d \] flow depth (m)
\[ f \] friction coefficient
\[ g \] gravitational acceleration [m/s²]
\[ h \] bed form height (m)
\[ k_e \] equivalent roughness (m)
\[ L \] bed form length (m)
\[ n \] Manning n (s/m¹/³)
\[ n' \] dimensionless Manning n parameter
\[ P \] wetted perimeter (m)
\[ Q \] water discharge (m³/s)
\[ q_s \] sediment discharge
\[ R^2 \] coefficient of regression
\[ r \] discrepancy ratio
\[ S \] channel slope
\[ s \] channel sinuosity
\[ V \] mean velocity (m/s)
\[ Y \] relative depth, \( Y = (d - d_b)/d \)
\[ Y^* \] relative depth parameter, \( Y^* = YD_p^{1/6}/(g^{1/2}n_{b0}s) \)
\[ \nu \] kinematic viscosity [m²/s]
\[ \sigma \] geometric standard deviation

Subscripts
\[ b \] bankfull
\[ c \] main channel
\[ fp \] floodplain
\[ p \] predicted
\[ t \] total cross-section

Superscripts
\[ + \] parameters determined experimentally

1. INTRODUCTION

The estimation of flow depth corresponding to a certain flow discharge is a common task for river engineers and the accurate prediction of the stage for overbank flows is very important as this issue is related directly to flood risk mitigation. While the procedure for estimation of the stage–discharge relationship for inbank flows is conventional, it becomes more difficult when flow goes overbank. The accuracy of estimations of overbank stage–discharge curves and the subsequent assessments of low, moderate and significant floodplain flood risk affect the drawing up of flood risk maps, property insurance premiums, floodplain property values, infrastructure location, planning requirements and floodplain land use.

The single channel method (SCM) and the divided channel method (DCM) are known to predict the flow depth in compound channels inaccurately.¹ A number of modifications to the DCM, which improve predictability of the stage–discharge, have been suggested.¹⁻⁶ Even though a particular approach may perform well in predicting the total channel discharge for a given stage, it may not necessarily imply that the method is soundly based.² The coherence method developed by Ackers⁴⁻⁵ uses different adjustment factors for four different regions of overbank depth and it is established as one of the one-dimensional (1-D) approaches, which gives best results for overbank flow. All the methods mentioned above are applicable to straight compound channels only.

When the river planform is meandering, the complexity of the stage–discharge prediction increases because of the extensive three-dimensional (3-D) mixing of main channel and floodplain flows, resulting in significant lateral variation in main channel bed level and depth-averaged velocity.⁸ Among the methods for overbank conveyance prediction of meandering compound
channels are those proposed by James and Wark, Greenhill and Sellin, Shiono et al., Rameshwaran and Willets, and James and Myers. Improvement of the stage–discharge predictability can be achieved by using two-dimensional (2-D) and 3-D models. One of the most crucial and problematic areas of 2-D and 3-D modelling is the calibration of the model and establishing appropriate values of model parameters. While the 2-D models are expected to be used routinely for flood inundation problems in the near future, the 3-D modelling of river or channel flows is still predominantly a research tool and significant investigation and validation needs to be undertaken before its use becomes routine.

Summarising the required future work on reducing uncertainty of river flood conveyance estimation in 1-D models, Knight noted the necessity of development of simple stage–discharge methods for use on spreadsheets. The algorithm presented here uses simple 1-D stage–discharge models and can be incorporated easily into conventional data processing software.

2. EXPERIMENTAL PROCEDURES

Experimental work was undertaken in the UK Flood Channel Facility (FCF) at HR Wallingford and in the Ulster channel (UC). All tests were conducted in channels incorporating a mobile uniform sand bed with $D_{50}$ of 0.835 mm for the FCF and 0.890 mm for the UC. Overbank flows with both smooth (OBS) and artificially roughened floodplains (OBR) were studied. Particular care was provided to ensure that steady, uniform flow was obtained and that bed load rates were in dynamic equilibrium for the duration of all tests.

The large-scale FCF channel was 8.0 m wide in total. The main channel was trapezoidal with top width of 2.0 m for the straight channel experiments and 1.6 m for the meandering channel experiments with sinuosity 1:34. The bankfull depth was 0.20 m. For the straight channel experiments a water surface slope of 0.00183 was used. For meandering channel experiments the average water surface slope was 0.00186. The facility recirculated both sediment and water. The sediment transport rate measurements were taken by a previously calibrated infrared meter placed in the sediment return pipe.

The overall width of the small-scale UC was 1.89 m and the central channel had a top width of 0.5 m. For the straight channel experiments a water surface slope of 0.00183 was used. For the meandering channel experiments sinuosities of 1:34 and 1:17 were tested. The tests for the 1:17 sinuosity UC were undertaken in two phases, with valley slopes of 0.00186 and 0.0025. The channel was filled with sediment to a depth of 0.05 m below the floodplain. The UC only recirculated water and not sediment, so a sediment feeder was provided to keep the bed in dynamic equilibrium. The sediment feeder was calibrated to relate the variable speed dial to actual sediment discharge.

The FCF and the UC experiments with straight and meandering planforms have been previously described by Brown, Cassells and O'Sullivan.

3. ALGORITHM FOR STAGE–DISCHARGE PREDICTION

Accurate prediction of flow depth requires an appropriate model for stage–discharge prediction and quality experimental data for river cross-sectional geometry, water discharge, slope, bed roughness and so on. One of the most important issues is to determine resistance coefficients. There is no theoretical relationship between flow depth and the resistance coefficients valid for overbank flow. Such a relationship can only be developed by using calibration methods. Some empirical stage–discharge relationships have been previously suggested.

The algorithm presented here requires at least the discharge, $Q$, the channel slope, $S$, the grain size, $D$, and the variation of the channel geometric characteristics with flow depth (cross-sectional area $A$, wetted perimeter, $P$) as input variables. The algorithm uses equations with wide application in hydraulic engineering practice and the method of calculation depends on the measured parameters available. The flow depth is found by an iteration procedure solving the continuity equation and the Manning or the Darcy–Weisbach uniform flow equations.

The average flow velocity is calculated using the continuity equation for an assumed depth and the predicted total flow velocity is calculated using the Manning or Darcy–Weisbach uniform flow equations. Thus, a resistance equation is necessary to determine the resistance coefficient ($n$ or $f$) accurately. In the development of the algorithm two approaches have been applied: the divided resistance approach and the lumped resistance approach.

3.1. Divided resistance approach

The complexity of flow resistance in meandering compound alluvial channels arises from the large number of sources of energy loss and the difficulty of quantifying each source independently. The energy losses owing to interaction between the subsections are not considered separately in the algorithm presented herein. Flow resistance in the main alluvial channel is divided into grain resistance and resistance owing to bed forms, following the approaches developed by Einstein and Barbarossa and White et al., among others.

The proposed algorithm uses the DCM to predict flow depth corresponding to a given discharge for overbank flows in straight and meandering channels. Most methods for discharge prediction in meandering channels assume a horizontal interface between the inner channel and the floodplains but are developed using data from channels with non-movable beds. Wormleaton et al. found that vertical interfaces provide a sound basis from which to develop a discharge calculation method for meandering channels with mobile beds especially in the case of roughened floodplains.

For the alluvial main channel, the equivalent roughness is due to the grain roughness and the roughness is due to bed forms, and the equivalent roughness, $k_e$, was determined using the Van Rijn method. Alternatively, the friction factor can be calculated as a sum of the grain friction factor and the friction factor due to bed form. The latter can be determined using the Engelund, Vanoni–Hwang, or other bed form resistance formulae found in the literature.

For the floodplain section, where bed forms do not usually occur, the roughness depends on the surface of the floodplains. For the studied flumes, values of the floodplain roughness depend on the material of the flume and the roughness elements used. For natural channels, the floodplain surface, the vegetation and
the man-made objects should be considered. The absolute roughness height is calculated from the total floodplain roughness using the Colebrook–White equation.

The friction coefficient, $f$, is calculated separately for the main channel and the floodplain sections using the Colebrook–White equation, as suggested in the conveyance estimation system.\(^{27}\) For meandering channels, the friction coefficient is corrected by applying the linearised soil conservation service method.\(^{28}\)

The total discharge is calculated as the sum of the subsection discharges. If the error between the calculated and the measured flow discharge is more than 0.01%, a new value of the flow depth, $d$, is assumed.

In order to implement the calculation procedure the subsection discharges and the bed form dimensions are necessary. It is preferable to have the experimental main channel discharge but these data are not often available. When mean main channel velocity is not experimentally determined, a velocity prediction method is necessary. The algorithm suggests the use of a velocity prediction method proposed by Karamisheva et al.\(^{29,30}\) for calculation of the mean main channel velocity. This method assumes that the variation of the main channel Manning $n$ with relative depth, for the channel in consideration, has been determined.

The flow resistance due to bed forms represents a significant part of the total friction factor (Fig. 1). Thus, the accurate prediction of the geometric characteristics of the bed forms is an essential part of estimating the flow resistance and the consequent flow conditions. Bed form geometry in alluvial channels has been investigated intensively in recent decades.

Comparisons between different bed form prediction methods applied to the FCF data have been reported previously by Karamisheva et al.\(^{31}\) The Karim\(^{32}\) and Julien and Klaasen\(^{33}\) formulae gave best prediction for the bed form height in the FCF and UC. The results for the predictive capability for these methods are given in Table 1. The flowchart for the divided resistance approach for flow depth calculation is shown in Fig. 2.

### 3.2. Lumped resistance approach

The Manning formula was applied to the whole cross-section to calculate the Manning $n$ values for different overbank flow depths from the experimental mean cross-section velocities measured at the FCF and the UC. The total channel Manning $n$ increased with the depth (Fig. 3). Such dependence has been observed previously.\(^{19,34–36}\)

![Fig. 1. Friction factor plotted against relative depth for the FCF](image)

![Fig. 2. Flowchart of the divided resistance approach for flow depth calculation](image)

<table>
<thead>
<tr>
<th>Statistical parameter</th>
<th>$r$</th>
<th>$r$</th>
<th>$r$</th>
<th>Percentage of $r$ in range $0.8–1.25$</th>
<th>Percentage of $r$ in range $0.5–2.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bed form formula</td>
<td>FCF</td>
<td>UC</td>
<td>Overall</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karim(^{32})</td>
<td>1.29</td>
<td>0.96</td>
<td>1.23</td>
<td>56%</td>
<td>96%</td>
</tr>
<tr>
<td>Julien and Klaasen(^{33})</td>
<td>1.06</td>
<td>1.28</td>
<td>1.09</td>
<td>68%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 1. Comparisons between predictive capability of the Karim and Julien and Klaasen bed form prediction methods.
In order to predict the flow depth for a given flow discharge, a prediction equation for the total channel Manning $n$ is required. The relationship between the relative depth, $Y$, and Manning $n$, proposed earlier for prediction of the main channel Manning $n$, was applied to the whole cross-section

$$n_p = n_{tb} + b Y \frac{D^{1/6}_{50}}{R^{1/2} S}$$

where $n_p$ is the predicted total channel overbank Manning $n$, $Y$ is the relative depth defined as the ratio between the floodplain depth and the total flow depth ($Y = (d - d_{tb})/d$), $n_{tb}$ is the total channel overbank Manning $n$ for relative depth $Y = 0$, $D_{50}$ is the mean grain size on the main channel bed, $s$ is the channel sinuosity and $b$ is a coefficient of proportionality. The coefficient of proportionality, $b$, expresses how the Manning $n$ value changes with the relative depth and it depends on the channel sinuosity and floodplain roughness. It can be determined by using regression analyses.

In dimensionless form the equation can be presented as

$$n^* = b Y^*$$

where

$$n^* = \frac{n_p - n_{tb}}{n_{tb}} \quad Y^* = \frac{Y D^{1/6}_{50}}{R^{1/2} S}$$

The general tendency is for the dimensionless Manning’s parameter, $n^*$, to increase with relative depth during lower (dune-ripple) flow regime. The total channel overbank Manning $n$ for a relative depth $Y = 0$, $n_{tb}$, depends on the main channel grain size, floodplain roughness and the channel sinuosity.

A regression analysis was used to assess the relationship between the dimensionless Manning parameter, $n^*$, and relative depth dimensionless parameter, $Y^*$, using data obtained at the FCF, the UC, the laboratory flume at the University of Birmingham (BC) (data also in www.flowdata.bham.ac.uk) and the River Main. Statistical $t$-tests showed that there is a difference between the slopes of the regression lines for channels with different types of floodplains (smooth or rough) and for channels with different planforms (straight or meandering) for overbank flow with rough floodplains. The $t$-tests showed that there is not a significant difference between the slopes of the regression lines for straight and meandering channels when the floodplains are smooth. The data were separated into three groups: straight and meandering OBS (54 observations at the FCF, the UC and the BC), straight OBR (38 observations at the FCF, the UC and the River Main) and meandering OBR (34 observations at the FCF and the UC). The regression analyses showed that there is a regression between the dimensionless Manning $n$ parameter, $n^*$, and relative depth–particle diameter parameter, $Y^*$ (Fig. 4). The results obtained from the regression analyses are presented in Table 2. For meandering channels with rough floodplains the relationship between $n^*$ and $Y^*$ is a polynomial of second order rather than linear and the scatter of the data suggests that other parameters should be considered or that the regression coefficients should be determined separately for a particular data set.

The flowchart for the lumped resistance approach for flow depth calculation is shown in Fig. 5.

**4. RESULTS AND DISCUSSION**

**4.1. Results**

In order to compare the experimental measurements with the computed results, the discrepancy ratio, $r$, between predicted and measured flow depth and the standard deviation of the discrepancy ratio values, $\sigma$, were used. The overall results for the
flow depth predicted by the divided and lumped resistance approaches are summarised in Table 3. The graphical presentation of the results for overbank flows in the FCF and the UC with straight and meandering planforms is given in Figs 6–9.

The divided resistance approach used with a known mean main channel velocity gave good prediction of the flow depths for some data sets. For other data sets, it underestimated the flow depth for high overbank flow and overestimated it for low overbank flow. The method gave an average discrepancy ratio of 1-01 and a standard deviation of 0-09 for straight channel experiments, but was high (0-15). The use of the main channel velocity predicted by the method proposed earlier29,30 led to similar overall results. The divided channel approach used with the DCM and following the procedure described above did not give an accurate prediction of the flow depth.

The lumped resistance approach used with the proposed method for velocity prediction gave very good predictions for the flow depth. When the regression coefficients obtained separating the data into three groups were used, the average discrepancy ratio was 1-00 and the standard deviation was 0-08. The highest discrepancies were observed for high depths at the straight UC during inbank flow and overbank flows with rough floodplains, and for the FCF with meandering planform and rough floodplains.

4.2. Sensitivity analysis

A sensitivity analysis was performed to determine the relative significance of the input parameters. Flow depth was recalculated for 25% and 50% decrease and increase of the channel slope, S, and the grain size, D. For the lumped resistance approach overbank Manning n values for relative depth Y = 0, n0p, the parameters, b, and channel sinuosity, s, were also investigated. Influence of the floodplain Manning coefficient, nfp, and bed form height, h, were considered for the model using the divided resistance approach. In Figs 10 and 11, the ratios between the calculated flow depths for altered parameters, d, and the calculated flow depths for the experimentally determined parameters, dP, are shown. The grain size has very little influence upon the flow depth. Change of the slope, S, by 50% results in 17% average change of the calculated flow depth for the lumped resistance approach. The divided resistance approach is less sensitive to changes in the slope and change of the slope by 50% results in 8% change of the flow depth. The divided resistance approach is most sensitive to changes in the Manning n value: an increase of nfp by 50% results in 18% change in the flow depth. The sensitivity of the lumped resistance approach to changes in Manning n and the coefficient b is very pronounced: change of these parameters by 50% leads to an

---

**Table 3. Accuracy of the stage–discharge prediction methods**

<table>
<thead>
<tr>
<th>Planform</th>
<th>Lumped approach</th>
<th>Divided approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight</td>
<td>r = 1.00</td>
<td>Vc, known</td>
</tr>
<tr>
<td>(σ) = 0.08</td>
<td>(σ) = 0.09</td>
<td>Vc, predicted</td>
</tr>
<tr>
<td>Meandering</td>
<td>r = 1.00</td>
<td></td>
</tr>
<tr>
<td>(σ) = 0.08</td>
<td>(σ) = 0.17</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>r = 1.00</td>
<td></td>
</tr>
<tr>
<td>(σ) = 0.08</td>
<td>(σ) = 0.15</td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 6. Flow depth plotted against discharge for the FCF with straight planform**

---

**Fig. 5. Flowchart of the lumped resistance approach for flow depth calculation**
average change of the flow depth of 14%. The lumped resistance approach is most sensitive to channel sinuosity: a decrease of $s$ by 50% results in 23% change in the flow depth. The values of increase and decrease of the studied parameters are assumed large and the channel slope, sinuosity, grain size and resistance to flow can be determined with better accuracy from experimental measurements. However, the calibration of the Manning $n$ value is very important in both approaches.

4.3. Discussion of the method based on the divided resistance approach

Analysing the proposed calculation method based on the divided resistance approach and the data used in this study, some shortcomings were considered. One major shortcoming is that the method uses the DCM and it does not reflect the increasing resistance to flow in the case of very rough floodplains. Although the bed form resistance is taken into account, the method still underestimates the flow depth for high overbank flows. Comparisons between the results obtained from the DCM and the conveyance estimation system 2-D method were made (Figs 6–9). Different unit roughness values were assigned to the main channel bed, main channel walls and floodplains. Bed form roughness was taken into account when the friction factor of the main channel bed was calculated. The remaining energy losses are incorporated through the other parameters used in the method. The discrepancies between the measured and the predicted flow depth decreased but they still remain large for high overbank depths. The application of the coherence method developed by Ackers improved the flow depth prediction for some data but
The accuracy of flow depth prediction achieved for the studied data sets is very good.

The application of the proposed algorithm to rivers requires field measurements of the water slope, flow depth and velocity to be taken for at least three overbank flow discharges. The availability of these data along with data for river cross-sectional geometry, channel slope, sinuosity and sediment size distribution will allow prediction of the flow depth for flow discharges outside of the known ranges.

Thus, the lumped resistance approach was also applied to the stage–discharge river data published at http://ncrfs.civil.gla.ac.uk. Data comprise both straight and meandering river reaches with different longitudinal profiles and cross-sectional geometries. The results show that the lumped resistance approach can be used for flow depth prediction in both straight and meandering channels.
slopes between 0.0002 and 0.0019, entrenchment ratios (total width to main channel width ratio) between 3.8 and 21.3 and bankfull depths up to 5.8 m. While no data about the sediment grain size are available, $D_{so}$ was assumed to be 1 mm and the coefficient, $b$, was determined separately for each data set. An accurate agreement between the measured and the predicted flow depths was obtained (Fig. 12). The average discrepancy ratio for the river data was 1.01 and the standard deviation was 0.047. In order to apply the divided resistance approach to field data, more detailed measurements of the velocity distribution, grain size, floodplain resistance and bed form dimensions are necessary.

A summary of the river parameters and estimated relationships between $n'$ and $Y'$ is given in Table 4. For straight channels, the coefficient, $b$, varies between 0.303 and 0.578, even though the grain size was not taken into account for the calculation of $Y'$. For a comparison, the coefficient, $b$, estimated for the FCF and UC a group of three data sets and the coefficient $b$ determined for all data varied between 0.815 and 1.215.

The main advantage of the proposed lumped resistance approach is its simplicity. The algorithm requires water discharge, $Q$, the mean particle diameter, $D_{so}$, water slope, $S$, channel sinuosity, $s$, and cross-section geometric characteristics to be measured experimentally and includes only two parameters to calibrate: the overbank Manning $n$ value for relative depth $Y = 0$ and the coefficients of regression. However, good accuracy of stage–discharge prediction can only be achieved if the model parameters are well calibrated. The sensitivity analysis showed that this method is very sensitive to variations of the channel slope, the overbank Manning coefficient for a relative depth $Y = 0$ and the coefficient of regression between dimensionless parameters $n'$ and $Y'$.

The method is less sensitive to the sediment particle diameter and this suggests that it could be applied to channels with straight planforms and rough floodplains was 0.354. The coefficients given in Table 4 are determined by using all available measurements for the overbank flow discharges and depths. To assess the influence of the number of data used to determine the coefficient of proportionality, $b$, the data sets for the River Trent were divided into six groups with three data sets in each group and the coefficient, $b$, was determined separately for each group (Fig. 13). The calculated value for the coefficient, $b$, using all data sets for the River Trent was compared with the values calculated for each group and the results are shown in Table 5. The ratio between the coefficient $b$ determined for

<table>
<thead>
<tr>
<th>River name</th>
<th>Date</th>
<th>Main channel width/bankfull depth: m</th>
<th>Floodplain roughness</th>
<th>Sinuosity</th>
<th>Slope $(\times 10^{-3})$</th>
<th>$n$ bankfull</th>
<th>$n' = f(Y')$</th>
</tr>
</thead>
<tbody>
<tr>
<td>River Maine, Northern Ireland</td>
<td>1991</td>
<td>1.40 width</td>
<td>Rough</td>
<td>1.0–1.5</td>
<td>0.0235</td>
<td>0.578</td>
<td></td>
</tr>
<tr>
<td>River Torridge at Torrington, Devon</td>
<td>1993</td>
<td>30.0 width</td>
<td>Rough</td>
<td>1.0–1.5</td>
<td>0.0160</td>
<td>0.413</td>
<td></td>
</tr>
<tr>
<td>River Trent, North Muskham</td>
<td>1993</td>
<td>72.0 width</td>
<td>Rough</td>
<td>1.0–1.5</td>
<td>0.0152</td>
<td>0.303</td>
<td></td>
</tr>
<tr>
<td>River Blackwater at Ower, Hampshire</td>
<td>1993</td>
<td>5.7 depth</td>
<td>Rough</td>
<td>1.0–1.5</td>
<td>0.0130</td>
<td>0.502</td>
<td></td>
</tr>
<tr>
<td>River Severn at Montford, Shropshire</td>
<td>1993</td>
<td>7.5 depth</td>
<td>Rough</td>
<td>1.0–1.5</td>
<td>0.0122</td>
<td>0.427</td>
<td></td>
</tr>
<tr>
<td>River Dane, Cheshire</td>
<td>1997</td>
<td>25.0 depth</td>
<td>Rough</td>
<td>1.0–1.5</td>
<td>0.0010</td>
<td>4.13Y'^2 - 1.108Y'</td>
<td></td>
</tr>
<tr>
<td>River Roding, Essex</td>
<td>1985–1989</td>
<td>6.10 width</td>
<td>Rough</td>
<td>1.0–1.5</td>
<td>0.00135</td>
<td>0.0895Y'^2 + 0.177Y'</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Summary of the river data
non-uniform sediments. The method gave very good prediction of the overbank flow depths in the River Main. The studied reach of the river comprises a main channel with non-uniform coarse gravel bed with $D_{50} = 20\text{ mm}$ and up to 500 mm size of some materials, with floodplains formed of coarse sand, fine and medium gravels, and weed growing unhindered.\(^{38}\)

A possible limitation of the proposed lumped resistance approach is its applicability to rivers with various planforms and floodplain roughness. Further study of the proposed method with river data will specify the limitation of its application for overbank flow prediction in rivers.

### 5. CONCLUSIONS

Algorithms based on simple 1-D stage–discharge models for compound channels, which can be incorporated into conventional data processing software, have been developed. Divided and lumped resistance approaches were proposed and studied for use with overbank flow data from the FCF and the UC with straight and meandering planforms.

The stage–discharge prediction algorithm based on the divided resistance approach uses the DCM to calculate the main channel and floodplain discharges and takes into account the grain resistance, the bed form resistance, and the roughness characteristics of the floodplain. The proposed divided resistance approach did not give satisfactory prediction of the flow depth for compound channels with rough floodplains. To improve the results for this case the interaction between the sinuosities and its application requires data for the channel cross-section geometry, channel sinuosity and measurements of water slope, flow depth and discharge taken for at least three overbank flood events. The method gave very good predictions of overbank flow depths in flumes and rivers and can be useful for approximate prediction of the stage–discharge relationship in cases where detailed data about flow and morphological characteristics of a river do not exist.
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