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Abstract. Traditionally, recommender systems have relied on user preference data (such as ratings) and product descriptions (such as meta-data) as primary sources of recommendation knowledge. More recently, new sources of recommendation knowledge in the form of social media information and other kinds of user-generated content have emerged as viable alternatives. For example, services such as Twitter, Facebook, Amazon and TripAdvisor provide a rich source of user opinions, positive and negative, about a multitude of products and services. They have the potential to provide recommender systems with access to the fine-grained opinions of real users based on real experiences. This chapter will explore how product opinions can be mined from such sources and can be used as the basis for recommendation tasks. We will draw on a number of concrete case-studies to provide different examples of how opinions can be extracted and used in practice.
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13.1 Introduction

Traditionally, recommender systems have relied on user preference data and product descriptions as the primary sources of recommendation knowledge. For example, collaborative recommendation approaches [8, 29, 60, 64, 66] rely on the former to identify a neighbourhood of like-minded users to a target user to act as a source of product recommendations (see also Chapter 10 of this book [38]). Alternatively, content-based recommendation approaches [46, 57, 67] select products for recommendation because they are similar to those that the target user has liked in the past (see also Chapter 12 of this book [7]). These approaches have worked well when suitable sources of recommendation knowledge is available, such as user-item ratings or item meta-data, but there are many circumstances where these approaches are less successful. For example, collaborative filtering systems work well when there are large communities of active users leading to rich user profiles to drive the recommendation process. But they are less successful when dealing with new users or where there is a sparsity of preference or ratings data. Content-based techniques are effective
when rich product descriptions are available but are less successful when more limited product information can be gathered.

One approach to dealing with the shortcomings of these conventional approaches has been to develop hybrid recommender systems that attempt to combine collaborative and content-based ideas. Such hybrid approaches [10] (see also Chapter 12 [7] of this book) are able to compensate for the shortcomings of any individual approach in isolation have have proven to be successful in practice. This hybridization approach is of course just one strategy for improving recommender system competence. In this paper we consider an alternative by harnessing new types of recommendation knowledge that is increasingly available online.

Recently novel, alternative sources of recommendation knowledge in the form of social media information (see Chapter 11 [40] of this book) and other kinds of user-generated content have emerged. For example, services such as Twitter, Facebook, Amazon and TripAdvisor provide a rich source of user opinions, positive and negative, about a multitude of products and services. This chapter will explore how product opinions can be mined from such sources and can be used as the basis for recommendation tasks. With this in mind we describe three related case-studies to describe different ways to extract and use this type of information in a recommendation context.

### 13.2 Sources of Recommendation Knowledge

Recommender systems have traditionally leveraged two sources of data — ratings or meta-data — in order to generate make suggestions to a target user\(^1\). Different algorithms have been developed to take advantage of these different types of data, offering different advantages, disadvantages, tradeoffs and compromises; see [8, 29, 46, 57, 60, 64, 66, 67]. Indeed, some systems combine these data sources to offer hybrid approaches [10]. In this section we will briefly outline these conventional approaches to recommendation before exploring new sources of recommendation knowledge in the form of user-generated content.

#### 13.2.1 Collaborative Filtering

The well-known collaborative filtering style of recommender system [8, 29, 60, 64, 66] relies on ratings data provided by users. Each item is associated with a set of user ratings and each user is profiled in terms of their item ratings. Effectively a collaborative filtering system starts with a user-item ratings matrix in which each user-item combination can be associated with a rating; although in practice these ratings matrices tend to be extremely sparsely populated because

\(^1\) See Chapters 11 and 12 [40, 7] of this book for other examples of recommendation knowledge.
most users only rate a tiny fraction of available items. An extensive discussion of collaborative filtering recommender systems can be found in Chapter 10 of this book [38].

As described in Chapter 14 of this book [34], ratings can be explicit (directly provided by users) or implicit (inferred from user behaviour). For example, Netflix explicitly encourages users to rate movies on a 5-star scale. On the other hand, ratings can be also inferred by interpreting various types of user behaviours from purchasing a product (a highly positive ‘rating’) or selecting a link for more product detail (a moderately positive ‘rating’) to eliminating a product from a list (a negative ‘rating’). In each case the power of collaborative filtering stems from its ability to translate these item ratings into user recommendations by identifying users (or items) with similar ratings histories. In one form of collaborative filtering, user-based collaborative filtering, items are suggested for the target user because they have been liked by other users with similar rating histories [8, 29]. Alternatively, item-based collaborative filtering adopts a more item-centred perspective by suggesting items for the target user that have similar ratings histories to other items that the target user has liked [63].

Both user-based and item-based collaborative filtering approaches generate recommendations directly from the ratings matrix. Other approaches attempt to uncover latent factors that exist within the ratings space and use these as the basis for recommendation. For example, matrix factorisation approaches seek to identify latent features that are shared between items and users. They do this by factoring the user-item ratings matrix into separate user and item matrices which map users and items to a set of $k$ latent features respectively [39]. Then a rating for item $i$ by user $u$ can be predicted by computing the dot product of the $u^{th}$ column of the user matrix and the $i^{th}$ row of the item matrix.

### 13.2.2 Content-Based & Hybrid Recommendation

In contrast to the ratings-based techniques of collaborative filtering, content-based recommenders leverage item meta-data in order to make recommendations. The meta-data for an item is typically composed of a set of descriptive features, keywords, or tags (see Chapter 12 of this book [7] for an extensive discussion on tag-based recommendation). For example, in a movie recommender a movie might be represented in terms of its genre, the lead actors, the director etc. Recommendations are generated by selecting items that are similar (based on meta-data) to those that the user has liked in the past; see [46, 57]. A number of variations of content-based techniques have been proposed including case-based recommendation [67], which relies on structured feature-based item descriptions, and textual recommenders, which use less structured item descriptions.

On their own collaborative filtering and content-based techniques have a number of pros and cons. The former work well in the absence of rich item meta-data,
for example, but require large, mature communities of users with extended ratings histories. The latter are less dependent on mature user communities to get started but do require detailed meta-data, which may be difficult or expensive to acquire. Collaborative filtering approaches have trouble recommending new items until such time as they have been rated by a minimum number of users, whereas content-based techniques can recommend new items from the outset. Other challenges exist when it comes to dealing with users with unusual tastes or generating diverse and novel recommendations. In response to these pros and cons, researchers have considered various ways to combine collaborative filtering and content-based approaches [7, 10].

Ratings-data, meta-data, and other forms of item content are widely used sources of recommendation data. However, the rise of the social web and the proliferation of user-generated content in the form of user reviews provides new opportunities for recommender systems research, and in this chapter we explore how this form of content can be used as a new type of recommendation data.

13.2.3 User-Generated Content for Recommendation

The rise of the so-called social web has seen an explosion in user-generated content, from short-form status updates to long-form reviews and blog posts. This content is typically noisy and unstructured but it has the potential to act as a rich source of user opinions about products and services. If we can mine these opinions then we may be able to harness them for a new form of recommender system (see also Chapter 5 of this book [21] for a discussion on social navigation). To do this researchers have been turning their attention to developing techniques for mining user-generated content to, for example, identify opinion sentiment, identify product features, and even combining sentiment and features to generate richly opinionated product descriptions and user profiles that can be used in recommendation.

One important focus for research has been the application of sentiment analysis techniques to user-generated content [69]. Sentiment analysis encompasses different areas such as sentiment classification [9, 48, 56], which seeks to determine whether the semantic orientation of a piece of text is positive or negative (and sometimes, neutral). In [59] it was demonstrated that these sentiment classification models can be topic-dependant, domain-dependant and temporally-dependant and suggested that training with data which contains emoticons can make these models more independent. Another area within sentiment analysis is subjectivity classification [73], which classifies text as subjective (i.e. it contains author opinions) or objective (i.e. it contains factual information). Ultimately the ability to understand the polarity and perspective of an opinion (positive or negative, subjective or objective) is a key enabling technology for opinion mining.
Increasingly, product reviews provide a rich source of user opinions and it is now common practice to research our purchases by reading reviews prior to making a final buying decision. Using natural language processing, opinion mining, and sentiment analysis techniques it is now possible to mine reviews to identify features that are being discussed and the precise nature of the discussion. Accordingly we can generate a much richer picture of a product or service by understanding how users feel about certain features or by identifying entirely new features that are unlikely to appear in a regular description of the product. So, for example, by mining a hotel review we might learn that the hotel has an excellent business centre and also realise that its restaurant serves a delicious eggs benedict. Much of the initial work in this area has focused on extracting features from electronic products such as cameras or MP3 players, where the set of product features is typically more restricted, hence representing a more tractable problem, compared to other domains such as movies or books. In more recent work [33], where feature extraction and opinion mining is performed on more complex (from a feature perspective) movie reviews, the authors first attempt to identify the set of key features that authors discuss by applying clustering techniques; a Latent Dirichlet Allocation approach was found to provide the best results. While some research [31, 58] applies feature extraction techniques, such as point-wise mutual information or feature-based summarisation in a domain-independent context, it is argued in [11] that a domain-dependent approach is preferable, leading to a more precise feature set, and describe an approach based on a taxonomy of the domain product features.

A methodology for building a recommender system by leveraging user-generated content is described in [74]. In this work, the authors propose a hybrid of a collaborative filtering and a content-based approach to recommend hotels and attractions, where the collaborative filtering component utilises the review text to compute user similarities in place of traditional preference-based similarity computations. Another early attempt to build a recommender system based on user-generated review data is described in [1]. In that work an ontology is used to extract concepts from camera reviews based on users’ requests about a product; for example, “I would like to know if Sony361 is a good camera, specifically its interface and battery consumption”. In this case, the features interface and battery are identified, and for each of them a score is computed according to the opinions (i.e. polarities) of other users and presented to the user. Similar ideas are presented in [2], which look at using user-generated movie reviews from IMDb in combination with movie meta-data (e.g. keywords, genres, plot outlines and synopses) as input for a movie recommender system. Their results show that user reviews provide the best source of information for movie recommendations, followed by movie genre data. Further, the authors in [71] leverage opinions mined from online reviews to enhance user preference models for use in collaborative recommender systems. Experiments indicate the approach outperforms baselines algorithms with respect to accuracy and recall.

While the research and techniques described above have focused primarily on long-form review text, recent work has also considered the analysis of short-form
reviews, such as micro-blog messages. For instance, Twitter messages are classified as positive, negative or neutral in [55] by creating two classifiers: a neutral-sentiment classifier and a polarity (negative or positive) classifier. Moreover, the effect of different attribute sets on sentiment classification for short-form and long-form reviews is compared in [6]. Results show that while classification accuracy for long-form reviews can benefit from using more complex attribute sets (for example, bigrams and POS tagging), this is not the case for short-form reviews where simpler attributes based on unigrams alone were sufficient from a performance perspective. Further, mining users’ interests and hot topics from micro-blog posts have also been investigated in recent research [3, 5].

13.2.4 Review Filtering, Quality & Spam

While product reviews are undoubtedly useful from a recommendation and user profiling perspective, reviews can however vary greatly in their quality and helpfulness. For example, reviews can be biased or poorly authored, while others can be very balanced and insightful. For this reason, the ability to accurately identify helpful reviews would be a useful, albeit challenging, feature to automate. While some services are addressing this by allowing users to rate the helpfulness of each review, this type of feedback can be sparse and varied, with many reviews, particularly the more recent ones, failing to attract any feedback. Hence the need exists to develop automated approaches to classify review helpfulness.

In this regard, a significant body of work has been carried out on the classification of product review helpfulness. For example, one approach to review classification has been proposed in [37], which considered feature sets relating to the structural, lexical, syntactic, semantic and some meta-data properties of reviews. Of these features, score, review length and unigram (term distribution) were among the most discriminating. Reviewer expertise was found to be a useful predictor of review helpfulness in [44], capturing the intuition that people interested in a particular genre of movies are likely to author high quality reviews for movies within the same or related genres. Timeliness of reviews was also important, and it was shown that (movie) review helpfulness declined as time went by. The use of credibility indicators was proposed in [72] in relation to topical blog post retrieval. Some of the indicators considered were text length, the appropriate use of capitalisation and emoticons in the text, spelling errors, timeliness of posts and the regularity at which bloggers post; such indicators were found to significantly improve retrieval performance in this work. Research in relation to sentiment and opinion analysis [69] is also of interest in this regard. For example, the classification of reviews for sentiment using content-based feature sets was considered in [4], where a study based on TripAdvisor reviews demonstrated the effectiveness of this approach. Additional related work can be found in [30, 52, 51].
The need to identify *malicious* or *biased* reviews has also been considered in recent times. Such reviews can be well written and informative and so appear to be helpful. However, these reviews often adopt a biased perspective that is designed to help or hinder sales of a target product [43]. Thus, a number of approaches have been proposed in the literature to identify such biased reviews. For example, a machine learning approach to spam detection is described in [42] that is enhanced by information about the spammer's identify as part of a two-tier co-learning approach. On a related topic, network analysis techniques are used in [50] to identify recurring spam in user generated comments associated with YouTube videos; in this work discriminating comment *motifs* are identified that are indicative of spambots. For other work in this area, see for example [35, 36, 47, 54, 70].

In this chapter, we begin with two case-studies which focus on leveraging product reviews for recommendation. The first case-study (Section 13.3) presents a recommendation approach which is inspired by ideas from the area of information retrieval. In this approach, users and products are modelled using a bag of words approach, and user profiles act as queries against product indices to generate recommendation lists. The second case-study (Section 13.4) presents a more sophisticated approach in which user opinions expressed in reviews are mined to construct an experiential case representation for products. With this representation, products which are not only similar to, but are *better* than (from a sentiment perspective) previous liked items can be recommended to users. Finally, in the third case-study (Section 13.5), the problem of review helpfulness classification is discussed, and one approach from the literature to address this problem is described in detail.

### 13.3 Case Study 1 – Mining Recommendation Knowledge from Product Reviews

As mentioned above, a key issue with conventional collaborative and content-based recommenders is that oftentimes neither user ratings nor item meta-data are available in sufficient quantity to effectively drive either approach. In this case study, a third source of recommendation data — namely, user-generated content relating to products — is explored as the basis for an alternative content-based approach to recommendation. In particular, user and item profiles are constructed from product reviews and recommendations are made using traditional item representation, term weighing and similarity techniques from the area of information retrieval.

A significant challenge associated with this approach is the inherently noisy nature of product reviews. For example, while some reviews can be comprehensive and informative, others are overly brief, off-topic or biased. Nonetheless, product reviews are plentiful, and range from the long-form reviews found on sites such as TripAdvisor and Amazon to opinions expressed by users in short-
form on micro-blogging sites such as Twitter. In this case study, reviews from a Twitter-like service called Blippr are considered, where reviews are in the form of 160-character text posts. Figure 13.1 shows an example of a typical review posted on Blippr. In what follows, the review-based recommender proposed in [26] is described (see also [22, 25]), and an evaluation of the approach is presented which shows that comparable performance to more conventional recommendation approaches is achieved when applied to a range of product domains.

13.3.1 Review-based Recommendation Approach

In this section, the main steps of the approach, based on ideas from information retrieval, are described: (1) how users and products are represented and (2) how this representation is used for the purposes of recommendation. In addition, a benchmark approach, inspired by the collaborative filtering approach to recommendation, is described.

13.3.1.1 Index Creation Two indices, representing users and products, are created as the basis for the approach as follows.

**Product Index.** Consider a product \( P_i \) which is associated with a set of reviews, \( \text{Reviews}(P_i) = \{r_1, ..., r_j\} \). In turn, each review \( r_u \) is made up of a set of terms, \( \text{Terms}(r_u) = \{t_1, ..., t_v\} \). Thus, each product can be represented as a set of terms using a bag-of-words style approach [62] consisting of all the terms in the reviews associated with it as per Equation 13.1.
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\[ P_i = \{ t \in r : r \in \text{Reviews}(P_i) \} . \] (13.1)

In this way individual products can be viewed as documents made up of the set of terms (words) contained in their associated reviews. An index of these documents can be created such that documents (that is products) can be retrieved based on the terms that are present in their reviews. Moreover, terms that are associated with a given product can be weighted based on how representative or informative these terms are with respect to the product in question; here, the term frequency–inverse document frequency (TF-IDF) [62] and the BM25 (also referred to as Okapi weighting) [61] term-weighting schemes are considered. Briefly, in the case of the TD-IDF scheme (see Equation 13.2), the weight of a term \( t_j \) in a product \( P_i \), with respect to some collection of products \( P \), is proportional to the frequency of occurrence of \( t_j \) in \( P_i \) (denoted by \( tf(t_j, P_i) \)), but inversely proportional to the frequency of occurrence of \( t_j \) in \( P \) overall, thereby giving preference to terms that help to discriminate \( P_i \) from the other products in the collection. For details regarding the BM25 scheme, see [26].

\[
\text{TF-IDF}(P_i, t_j, P) = \frac{tf(t_j, P_i)}{\sum_{t_k \in P_i} tf(t_k, P_i)} \times \text{idf}(t_j, P) ,
\]

(13.2)

\[
\text{idf}(t_j, P) = \log \left( \frac{|P|}{|\{ P_k \in P : t_j \in P_k \}|} \right) .
\]

(13.3)

Thus a term-based index of products \( P \) can be created, such that each entry \( P_{ij} \) encodes the importance of term \( t_j \) in product \( P_i \), where term weights are calculated according to TF-IDF (Equation 13.4) or BM25 (Equation 13.5).

\[
P_{ij} = \text{TF-IDF}(P_i, t_j, P) .
\]

(13.4)

\[
P_{ij} = \text{BM25}(P_i, t_j, P) .
\]

(13.5)

User Index. A similar approach to that above is used to create the user index. Specifically, each user \( U_i \) is represented as a document made up of the terms in their posted reviews as per Equation 13.6, where \( \text{Reviews}(U_i) \) denotes the reviews posted by user \( U_i \). As before, a user index, \( U \), consisting of all users is created, such that each entry \( U_{ij} \) encodes the importance of term \( t_j \) for user \( U_i \), once again using the TF-IDF or BM25 weighting schemes as per Equations 13.7 and 13.8, respectively.

\[ U_i = \{ t \in r : r \in \text{Reviews}(U_i) \} . \] (13.6)

\[
U_{ij} = \text{TF-IDF}(U_i, t_j, U) .
\]

(13.7)

\[
U_{ij} = \text{BM25}(U_i, t_j, U) .
\]

(13.8)

13.3.1.2 Product Recommendation In the above, two types of index for use in recommendation are described: an index of users and an index of products, based on the terms in their associated reviews. This suggests the following recommendation strategies. First, a user-based approach can be implemented in
which the target user’s profile from the user index acts as a query against the product index to produce a ranked-list of similar products (the target user’s reviews are first removed from the product index to ensure that no bias is introduced into the process); see Figure 13.2. Different variations of this approach can be considered by using different weighting schemes (TF-IDF and BM25) to index and query the index\(^2\). Further, term stemming can be applied to the data to improve the match between query and index terms.

In addition, to provide a benchmark for the above index-based approaches, a community-based approach based on collaborative filtering ideas [66] can be implemented. A set of similar users (or neighbours) is first identified, by using the target user profile as a query on the user index, and then the preferred products of these neighbours are ranked based on their frequency of occurrence in neighbour profiles; see Figure 13.3.

### 13.3.2 Evaluation

The recommendation performance provided by the review-based and benchmark algorithms described above is presented. The datasets used in the evaluation are first described, followed by the metrics used to measure performance.

#### 13.3.2.1 Datasets

The evaluation is based on reviews extracted from the Blippr service, which allows users to review products from a number of different domains. Reviews (or blips) are in the form of 160-character text messages, and users must also supply an accompanying rating on a 4-point rating scale: love it, like it, dislike it or hate it. Data was collected using the Blippr API in April 2010, capturing reviews written in the English language before that date. Preprocessing of reviews is performed, such as removing stopwords, special symbols (?, *, & etc.), digits and multiple repetitions of characters in words (e.g. gooooood is reduced to good). Further, only reviews which have love it ratings are considered

---

\(^2\) Lucene (http://lucene.apache.org) is used in the subsequently described experiments to provide the term-weighting and querying functionality.
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**Input:** Target user $U_t$, user index $U$, product index $P$, number of products to retrieve $n$, neighbourhood size $k$

**Output:** Top $n$ product recommendations

1. **COMMUNITYBASEDRECOMMENDATION** ($U_t$, $U$, $n$, $k$)
2. **Begin**
3. $query \leftarrow U_t\text{.get}(U_t)$  // Return term vector for $U_t$ in $U$
4. $users \leftarrow U_t\text{.retrieve}(query)$  // Get ranked list of similar users
5. $neighs \leftarrow users\text{.first}(k)$  // Get the top $k$ most similar
   // users as neighbours
6. $recs \leftarrow \{\}$  // Get all neighbours’ products
7. **for each** $n \in neighs$
8. $\text{add} \gets \text{products}()$  // Add products from current
   // neighbour to recommendation set
9. **end**
10. **return** $\text{recs\text{.sort(score(.,.),}n)}$  // Return top $n$ most frequently
11. // occurring products
12. // where $\text{score}(P, neighs) = \sum_{n \in neighs} \text{occurs}(P, n)$,
13. // where $\text{occurs}(P, n) = 1$ if $P$ is present in $n$ and 0 otherwise

**Fig. 13.3** Community-based recommendation algorithm.

**Table 13.1** Evaluation dataset statistics.

<table>
<thead>
<tr>
<th></th>
<th>movies</th>
<th>apps</th>
<th>books</th>
<th>games</th>
</tr>
</thead>
<tbody>
<tr>
<td># Products</td>
<td>1,080</td>
<td>268</td>
<td>313</td>
<td>277</td>
</tr>
<tr>
<td># Users</td>
<td>542</td>
<td>373</td>
<td>120</td>
<td>164</td>
</tr>
<tr>
<td># Reviews</td>
<td>15,121</td>
<td>10,910</td>
<td>3,003</td>
<td>3,472</td>
</tr>
</tbody>
</table>

(i.e. where users have expressed the highest sentiment toward products) since we wish to recommend products which are actually liked by users. Note that reviews which express negative sentiment could also be considered to identify products which are disliked by users and which should not be recommended; however, such an approach is not examined here.

The experiments use Blippr data relating to four product types: *movies*, *books*, *applications* (*apps*) and *games*. Products with at least three reviews and users that have authored at least five reviews are selected. See Table 13.1 for dataset statistics.

**13.3.2.2 Metrics** Precision and recall, which have been widely used in the field of information retrieval, are used to evaluate recommendation accuracy. These metrics have been adapted to evaluate the accuracy of a set of recommended products [64] and are defined as follows:

\[
\text{Precision} = \frac{|T \cap R|}{|R|},
\]

(13.9)

\[
\text{Recall} = \frac{|T \cap R|}{|T|},
\]

(13.10)

where $T$ and $R$ are the test and recommended sets for each user, respectively.
We also evaluate recommendation coverage, which measures the number of products that a recommender is capable of making recommendations for (as a percentage of the total number of products in the system) [27]. In general, the ability of an algorithm to make recommendations for large numbers of (relevant) products is a desirable system property, so as to avoid situations in which only a limited number of items (e.g. popular items) are ever capable of being recommended.

13.3.2.3 Results To evaluate the recommendation algorithms, separate product and user indices are first created for each of the four datasets according to the approach described in Section 13.3.1. The main objective is to compare the performance of the user-based approach with that of the community-based benchmark. In the case of the user-based approach, the performance of two term-weighting schemes is considered: TF-IDF and BM25. Further, to determine if term stemming has any effect on the performance of the user-based approach, versions of TF-IDF weighting with (TF-IDF+) and without stemming (TF-IDF) are compared.

For each dataset, a leave-one-out approach is used where each user in turn acts as the target user (as per Section 13.3.1) and precision and recall scores are computed for different recommendation-list sizes ranging from 5 to 30 items. Results are presented in Figure 13.4 for the movies and books datasets. The results show that there is a clear benefit for the user-based recommendation strategies compared to the community-based approaches. For example, in the case of the books dataset using recommendation lists of size 5, the best user-based approach enjoys a precision of 0.44. In contrast, the best performing community-based approach ($CB-10$), where 10 similar users are selected as the basis for recommendation, achieves a precision of 0.32.

For all datasets, TF-IDF with and without stemming provide similar results; with stemming applied, TF-IDF performs marginally better for most datasets. For the larger datasets (movies and apps), the performance provided by BM25 is very close to that of TF-IDF, but is seen to fall off for the smaller datasets (books and games); see [26] for more details.

In Figure 13.5 (left), the precision and recall provided by the user-based approach using TF-IDF are compared across the four datasets. It can be seen that the best performance is achieved for the apps dataset where, for example, precision and recall values of 0.54 and 0.37 are achieved, respectively, compared to values of 0.42 and 0.29 for the books dataset (these values correspond to recommendation lists of size 5). Also shown in this figure is the mean number of reviews (blips) per product for each dataset; it can be seen that these values correlate well with the precision ($r = 0.84$) and recall ($r = 0.83$) performance achieved for the datasets. This seems a reasonable finding, since it indicates that richer product indices (i.e. products are described by a greater number of reviews) lead to better recommendation performance. However, since the datasets used in the evaluation contain short-form reviews and relatively small numbers of users and products, further analysis is required to draw general conclusions in this regard.
Finally, coverage performance is shown in Figure 13.5 (right). Here, trends for the user-based recommendation strategy using TF-IDF and for the best performing community-based approach using 100 nearest neighbours (CB-100) are shown. It can be seen that the user-based approach provides almost complete coverage for all datasets, well in excess of that given by the community-based approach, particularly for the larger datasets (movies and apps). This is a positive finding in respect of the utility of reviews as a source of recommendation data. It should be noted that other forms of coverage (see, for example, [27, 65]) have also been proposed; however, an analysis of such criteria is not considered here.

13.3.2.4 Discussion This case-study investigates how user-generated content can be used as a new source of recommendation knowledge. An approach is pro-
posed to represent users and products based on the terms in their associated
reviews using techniques from information retrieval. An evaluation performed
on short-form, and inherently noisy, reviews from a number of product domains
shows promising results. The work described here is related to a growing body
of research on the potential for user-generated content to provide product rec-
ommendations; for example, enriching user and item profiles by using sentiment
analysis and feature extraction techniques, classification of reviews by product
category to facilitate personalisation and search [23, 24], and the potential for
cross-domain recommendation, where indices created using reviews from one do-
main are used to recommend products from other domains. For other work in
this area, see [1, 2, 33].

13.4 Case Study 2 – Opinionated Recommendation

The previous case-study described an approach to leveraging the text of short-
form user-generated product reviews directly for recommendation. Indeed, user-
generated reviews have previously been used in a number of recommendation
contexts: as part of collaborative filtering approaches to provide virtual ratings
[75]; for user profiling [49]; and in content-based recommendation [20]. In
this case-study we focus on the type of long-form product reviews typically
found on sites like Amazon and TripAdvisor and we describe how these reviews
can be used to generate complete item descriptions, in the absence of meta-
data or as a complement to meta-data. Crucially, we make the point that these
review-based item descriptions are experiential in nature — they describe the
real experience of users — rather than capturing the type of technical/catalog
features that are more common in conventional meta-data representations. We
describe how item descriptions are created and how review content can be used
to infer opinion sentiment which can be used in a novel way during recommen-
dation. Accordingly items can be selected and ranked not only on the basis that
they have a given feature (e.g. Free Wifi in a hotel), but also based on whether
the opinion of reviewers about these features is positive or negative (see Fig-
ure 13.6).

13.4.1 From Reviews to Recommendation

An overview of the approach is presented in Figure 13.7, which highlights the
core opinion mining and recommendation components involved.

Briefly, we start with a set of reviews for some product/item $P$ and any avail-
able meta-data. The reviews are mined to identify and extract product features
using some straightforward NLP techniques. Next we analyse the sentiment of
these features based on the text of the reviews. The combination of features
and sentiment for each product, plus its meta-data (if available), is combined to produce a product/item description. Given a new user query (i.e. the current item the user is looking at), the recommendation component retrieves and ranks a set of matching items based on a combination of feature similarity and sentiment. In what follows we will describe each of these steps in more detail and provide some concluding evidence in support of the efficacy of this approach for recommendation.

---

Fig. 13.6 A hotel page on TripAdvisor showing ratings and catalogue meta-data (e.g. Free Wifi, Breakfast Buffet, Air Conditioning etc.) for the property. Features mentioned in a sample review are also highlighted (where green and red denote positive and negative sentiment, respectively.)

Fig. 13.7 An overview of the experiential product recommendation architecture.
13.4.2 Identifying Review Features

One straightforward way to identify candidate features is to use simple NLP methods to look for certain patterns of words. For example, bi-grams in reviews which conform to one of two basic part-of-speech co-location patterns can be considered as features — an adjective followed by a noun (AN) or a noun followed by a noun (NN). In the former case, bi-grams whose adjective is a sentiment word (e.g. excellent, terrible etc.) in the sentiment lexicon used in our approach [32] are excluded. Separately, single-nouns can also be considered as features after eliminating nouns that are rarely associated with sentiment words in reviews as per [32].

13.4.3 Evaluating Feature Sentiment

For each feature we evaluate its sentiment based on the sentence containing the feature within a given review. We use a modified version of the opinion pattern mining technique proposed by Moghaddam and Ester [45] for extracting opinions from unstructured product reviews. Once again we use the sentiment lexicon from [32] as the basis for this analysis. For a given feature $F_i$ and corresponding review sentence $S_j$ from review $R_k$, we determine whether there are any sentiment words in $S_j$. If there are not then this feature is marked as neutral from a sentiment perspective. If there are sentiment words then we identify the word $w_{min}$ which has the minimum word-distance to $F_i$. Next we determine the part-of-speech (POS) tags for $w_{min}$, $F_i$ and any words that occur between $w_{min}$ and $F_i$. The POS sequence corresponds to an opinion pattern. For example, in the case of the bi-gram feature noise reduction and the review sentence, “...this camera has great noise reduction...” then $w_{min}$ is the word “great” which corresponds to an opinion pattern of JJ-FEATURE as per Moghaddam and Ester [45]. After a complete pass of all features over all reviews, we can compute the frequency of all recorded opinion patterns. To filter spurious opinion patterns that rarely occur, a pattern is deemed to be valid if it occurs more than the average number of occurrences over all patterns. For valid patterns we assign sentiment to $F_i$ based on the sentiment of $w_{min}$, subject to whether $S_j$ contains any negation terms within a 4-word-distance of $w_{min}$ [31]. If there are no such negation terms then the sentiment assigned to $F_i$ in $S_j$ is that of the sentiment word in the sentiment lexicon; otherwise this sentiment is reversed. If an opinion pattern is deemed not to be valid (based on its frequency), then we assign a neutral sentiment to each of its occurrences within the review set.
13.4.4 From Review Features to Item Descriptions

For each product $P$ we have a set of features $F(P) = \{F_1, ..., F_m\}$ that have been either identified from the meta-data associated with $P$ or that have been discussed in the various reviews of $P$, $Reviews(P)$. For each feature $F_i$ we compute its popularity, which is given by the fraction of reviews it appears in (see Equation 13.11). Also, we compute the sentiment associated with each feature; i.e. how often it is mentioned in reviews in a positive, neutral, or negative manner (see Equation 13.12, where $Pos(F_i, P)$, $Neg(F_i, P)$, and $Neut(F_i, P)$ denote the number of times that feature $F_i$ has positive, negative and neutral sentiment in the reviews for product $P$, respectively). In this way, each item/product can be represented as the aggregate of its features and their popularity and sentiment data as in Equation 13.13.

$$Pop(F_i, P) = \frac{|\{R_k \in Reviews(P) : F_i \in R_k\}|}{|Reviews(P)|}.$$  \hspace{1cm} (13.11)

$$Sent(F_i, P) = \frac{Pos(F_i, P) - Neg(F_i, P)}{Pos(F_i, P) + Neg(F_i, P) + Neut(F_i, P)}.$$  \hspace{1cm} (13.12)

$$Item(P) = \{[F_i, Sent(F_i, P), Pop(F_i, P)] : F_i \in F(P)\}.$$  \hspace{1cm} (13.13)

13.4.5 Recommending Products

Unlike traditional content-based recommenders — which tend to rely exclusively on similarity in order to rank products with respect to some user profile or query — the above approach accommodates the use of feature sentiment, as well as feature similarity, during recommendation; see [13, 16]. Briefly, a candidate product $C$ can be evaluated against a query product $Q$ (i.e. the current product the user is looking at) according to a weighted combination of similarity and sentiment as per Equation 13.14. $Sim(Q, C)$ is a traditional similarity metric such as cosine similarity, producing a value between 0 and 1, while $Sent(Q, C)$ is a sentiment metric producing a value between -1 (negative sentiment) and +1 (positive sentiment).

$$Score(Q, C) = (1 - w) \times Sim(Q, C) + w \times \left(\frac{Sent(Q, C) + 1}{2}\right).$$  \hspace{1cm} (13.14)

13.4.5.1 Similarity Assessment For the purpose of similarity assessment a standard cosine similarity metric based on feature popularity scores can be used, as per Equation 13.15; see also, for example [57].
13.4.5.2 Sentiment Assessment

Sentiment is somewhat unusual in a recommendation context but its availability offers an additional way to compare products, based on a feature-by-feature sentiment comparison as per Equation 13.16. We can say that feature $F_i$ is better in $C$ than in $Q$ if $F_i$ in $C$ has a higher sentiment score than it does in $Q$.

$$\text{better}(F_i, Q, C) = \frac{\text{Sent}(F_i, C) - \text{Sent}(F_i, Q)}{2}. \quad (13.16)$$

Accordingly we can calculate an overall better score at the product level by aggregating the individual better scores for the product features. We can do this by computing the average better scores across the union of features of $Q$ and $C$, assigning non-shared features a neutral sentiment score of 0. This is captured in Equation 13.17; see also the work of [14] for a second variation on this scoring metric. This approach gives due consideration to the residual features in the query and candidate products, that is, those features that are unique to the query or candidate products.

$$\text{Sent}(Q, C) = \frac{\sum_{F_i \in F(Q) \cup F(C)} \text{better}(F_i, Q, C)}{|F(Q) \cup F(C)|}. \quad (13.17)$$

13.4.6 Evaluation

Finally in this case-study we provide some evaluation results taken from [15] to demonstrate the utility of this approach to opinion mining in recommendation.

The data for this experiment was sourced from TripAdvisor during September 2013. We focused on hotel reviews from six different cities across Europe, Asia, and the US; here, for reasons of space, we consider just two cites, London and Chicago. The data is summarised in Table 13.2, where we show the total number of reviews per city (#Reviews), the number of hotels per city (#Hotels), as well as including statistics (mean and standard deviation) on the number of features extracted from the reviews per hotel (RF). We can see that this approach to opinion mining produces product descriptions that are rich in features; on average London and Chicago hotels are represented by more than 31 and 28 features per hotel, respectively.

13.4.6.1 Methodology. To evaluate our approach to recommendation we adopt a standard leave-one-out methodology. For each city dataset, we treat each hotel in turn as a query case $Q$ and generate a set of top-5 recommendations according to Equation 13.14 using different values of $w$ (0 to 1 in increments
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Table 13.2 Dataset statistics.

<table>
<thead>
<tr>
<th>City</th>
<th>#Reviews</th>
<th>#Hotels</th>
<th>$\mu(\sigma)_{RF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>London</td>
<td>62,632</td>
<td>717</td>
<td>31.8 (5.5)</td>
</tr>
<tr>
<td>Chicago</td>
<td>11,091</td>
<td>125</td>
<td>28.6 (5.0)</td>
</tr>
</tbody>
</table>

of 0.1 in order to test the impact of different combinations of similarity and sentiment; we refer to this approach as RF. Then we compare our recommendations to those produced natively by TripAdvisor (TA) using two comparison metrics. First, we calculate the average query similarity between each set of recommendations (RF and TA) and Q using a Jaccard similarity metric. Second, we compare the two sets of recommendations based on the TripAdvisor user ratings to calculate a ratings benefit as per Equation 13.18; for example, a ratings benefit of 0.1 means that our RF recommendation list enjoys an average rating score that is 10% higher than those produced by the default TripAdvisor approach (TA).

$$
\text{Ratings Benefit}(RF, TA) = \frac{\text{Rating}(RF) - \text{Rating}(TA)}{\text{Rating}(TA)}.
$$

(13.18)

13.4.6.2 Results Figure 13.8 show the results for the London and Chicago hotels, graphing the average ratings benefit (RB) and average query similarity (QS) against different levels of $w$. Each graph also shows the average query similarity for the TA recommendations (the upper black horizontal solid line), and the region between the upper and lower horizontal lines corresponds to the region of 90% similarity; that is, query similarity scores that fall within this region are 90% as similar to the target query as the default recommendations produced by TA. The intuition here is that query similarity scores which fall below this region run the risk of compromising too much query similarity to be useful as more-like-this recommendations.

13.4.7 Results Discussion

There are a number of observations that can be made about these results. First, as $w$ increases we can see that there is a steady increase in the average ratings benefit. In other words, as we increase the influence of sentiment in the scoring function (Equation 13.14), we tend to produce recommendations that offer better overall ratings than those produced by TA. Therefore combining similarity and sentiment in recommendation delivers a positive effect overall.

We can also see that as $w$ increases there is a gradual drop in query similarity. In other words, as we increase the influence of sentiment (and therefore decrease the influence of similarity) in the scoring function (Equation 13.14), we tend to produce recommendations that are less similar to the target query. On the one
hand, this is a way to introduce more diversity [68] into the recommendation process with the added benefit, as above, that the resulting recommendations tend to enjoy a higher ratings benefit compared to the default TripAdvisor recommendations (TA). But on the other hand, there is the risk that too great a drop in query similarity may lead to products that are no longer deemed to be relevant by the end-user. For this reason, we have (somewhat arbitrarily) chosen to prefer query similarities that remain within 90% of those produced by TA.

We can usefully compare the recommendation approaches by noting the average ratings benefit available at the value of $w$ for which the query similarity of a given approach crosses this 90% (TA) query similarity threshold. For example, in Figure 13.8, for London hotels we can see that the query similarity for the $RF$
approach falls below the 90% threshold at about \( w = 0.7 \) and this corresponds to a ratings benefit of 0.1. In the case of Chicago query similarity never dips below this 90% threshold and a maximum ratings benefit of just under 0.1 at \( w = 0.9 \). Thus, we can conclude that our approach is capable of providing recommendations which enjoy higher ratings compared to those provided by TA, which maintaining a high degree of similarity to the user query.

### 13.5 Case Study 3 – Review Helpfulness Classification

In the above case-studies, two approaches are described which leverage product reviews for recommendation purposes. However, not all reviews are equally informative and comprehensive, and hence the need to rank reviews for products and to filter less helpful reviews — both to validate the data used as input to recommender systems and to facilitate users to navigate though the thousands of reviews that are often available for popular products. In order to address the issue of information overload in the review space, sites such as TripAdvisor and Amazon allow users to provide manual feedback on review helpfulness; for example, by allowing other consumers to post comments about reviews, to report abuse in cases where review content is considered inappropriate and to indicate whether reviews are found to be helpful or not. While such approaches are of benefit to consumers in highlighting the most helpful reviews, they depend on the willingness of the community at large to contribute feedback and there is no guarantee that all reviews will receive feedback in sufficient quantities to provide a robust signal to consumers. Thus, the community has sought to address this problem by proposing automated approaches to classify review helpfulness and a significant body of work has been carried out in this area in recent times; see, for example, [17, 28, 30, 44, 53]. In this case-study, one approach from the literature [37] to automatically classify the helpfulness of reviews is described.

#### 13.5.1 Classifying Review Helpfulness

In the approach presented in [37], the problem of classifying the helpfulness of review is formulated as a supervised classification task. Each review instance is represented by a number of feature sets and the ground truth is given by the review helpfulness as per Equation 13.19:

\[
h(r \in R) = \frac{\text{rating}_+(r)}{\text{rating}_+(r) + \text{rating}_-(r)},
\]  

(13.19)

where \( \text{rating}_+(r) \) and \( \text{rating}_-(r) \) are the number of helpful and unhelpful (manually provided) votes for review \( r \), respectively. Thus, once each review in the training set is translated into a feature-based instance representation, a model is
learned which is then applied to classify the helpfulness, \( h(r_t) \), of an unseen review instance, \( r_t \). The feature sets and classification approach used are described in the following sections.

13.5.1.1 Feature Sets Review instances consist of feature sets derived from distinct categories which are mined from individual reviews and from the wider community reviewing activity. The following feature sets, which are hypothesised to be predictive of review helpfulness, are considered in [37]:

- **Structural features** capture aspects of the review structure and formatting and include features such as review length, the number of sentences in the review, the mean sentence length, the percentage of sentences with questions, the number of exclamation marks contained in the review, and the number of HTML bold tags `<b>` and line breaks `<br>` in the review body.

- **Lexical features** concern the occurrence of words in reviews; in this case, the TF-IDF statistic of each unigram and bigram occurring in a review are calculated.

- **Syntactic features** capture the linguistic properties of a review by calculating the percentages of tokens that are open-class, nouns, verbs, verbs conjugated in the first person, adjectives or adverbs.

- **Semantic features** capture the intuition that helpful reviews are likely to contain critiques of particular product features (e.g. capacity and zoom in the case of MP3 players and digital camera products); thus, the number of lexical matches that occur for each product feature and the number of sentiment words in a review are calculated.

- **Meta-data features**, in contrast to the above feature sets, are based on knowledge that is independent of the review text; in this regard, two features that are related to the rating scores that often accompany the review text are considered – namely, the rating score assigned by the reviewer and the absolute difference between this score and the mean rating score assigned by all reviewers.

13.5.1.2 Ranking Reviews Given the availability of training instances and once a classifier is trained, a set of reviews \( R \) for a given product can then be ranked in descending order of \( h(r), r \in R \). SVM regression [18] using a radial basis function (RBF) kernel is used in [37] as this combination was found to provide optimal performance.

13.5.2 Evaluation

In this section, the datasets used in the evaluation are first described, followed by a description of the evaluation methodology and metrics used. A summary of the key findings of the classification approach is then presented.
### Table 13.3 Evaluation dataset statistics (source [37]).

<table>
<thead>
<tr>
<th></th>
<th>MP3 Players</th>
<th>Digital Cameras</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Products</td>
<td>736</td>
<td>1,066</td>
</tr>
<tr>
<td>Total Reviews</td>
<td>11,374</td>
<td>14,467</td>
</tr>
<tr>
<td>Average Reviews/Product</td>
<td>15.4</td>
<td>13.6</td>
</tr>
<tr>
<td>Min/Max Reviews/Product</td>
<td>1 / 375</td>
<td>1 / 168</td>
</tr>
</tbody>
</table>

#### 13.5.2.1 Datasets

Evaluation datasets consisting of reviews for all products from two product categories, *MP3 Players* and *Digital Cameras*, were sourced from Amazon. Following pre-processing (which included the removal of duplicate reviews, reviews for duplicate products, and reviews for which less than five helpful and unhelpful votes were available), two evaluation datasets were created; see Table 13.3 for statistics relating to these datasets.

#### 13.5.2.2 Methodology and Metrics

For each dataset, 10% of products were withheld in order to determine the optimal SVM kernel (RBF) and to tune kernel parameters. Thereafter, the remaining 90% of products were randomly divided into 10 sets, and a 10-fold cross-validation approach was applied to rank (as per Section 13.5.1) the reviews for each product in the test folds. Thus, a ranking for each product’s review set is learned, which is compared to a ground truth ranking based on actual helpfulness votes extracted from Amazon.com. Spearman rank correlation is used to compare the learned and actual rankings for each product. Moreover, since in the course of ranking, the absolute helpfulness scores for reviews are learned by the classifier, Pearson correlation is also used to compare these absolute scores to ground truth scores obtained from Amazon.com.

#### 13.5.2.3 Results

Results are shown in Table 13.4 for different combinations of features drawn from the subset of features which provides best performance; these features are review length (LEN), unigrams (UGR) and rating score (STR1). When used in isolation, these features provide similar performance. For both datasets, the best performing pair of features is the combination of review length and rating score. As can be seen, the combination of review length, unigrams and rating score features is optimal, achieving Spearman rank correlations of 0.656 and 0.595 for the *MP3 Players* and *Digital Cameras* datasets, respectively.

It is interesting to note the differences between the Spearman rank and Pearson correlation results; in all instances, the quality of the review rankings produced by the classifier (given by Spearman rank correlation) exceeded the performance of the classifier when learning absolute helpfulness scores (given by Pearson correlation). For example, in the case of the *MP3 Players* dataset, Spearman rank and Pearson correlations of 0.656 and 0.476 are seen using a combination of all three features, respectively. Given that learning the absolute helpfulness scores of reviews is a more difficult task, this finding is not surprising; moreover, the results also indicate that accurate rankings can be learned without learning the absolute helpfulness scores of reviews perfectly.
For further details on the evaluation and a discussion on the performance of various other feature combinations, see [37].

Table 13.4 Evaluation results (source [37]).

<table>
<thead>
<tr>
<th>FEATURE COMBINATIONS</th>
<th>MP3 PLAYERS</th>
<th></th>
<th>DIGITAL CAMERAS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SPEARMAN†</td>
<td>PEARSON†</td>
<td>SPEARMAN†</td>
</tr>
<tr>
<td>LEN</td>
<td>0.575 ± 0.037</td>
<td>0.391 ± 0.038</td>
<td>0.521 ± 0.029</td>
</tr>
<tr>
<td>UGR</td>
<td>0.593 ± 0.036</td>
<td>0.398 ± 0.038</td>
<td>0.499 ± 0.025</td>
</tr>
<tr>
<td>STR1</td>
<td>0.589 ± 0.034</td>
<td>0.326 ± 0.038</td>
<td>0.507 ± 0.029</td>
</tr>
<tr>
<td>UGR+STR1</td>
<td>0.644 ± 0.033</td>
<td>0.436 ± 0.038</td>
<td>0.490 ± 0.032</td>
</tr>
<tr>
<td>LEN+UGR</td>
<td>0.582 ± 0.036</td>
<td>0.401 ± 0.038</td>
<td>0.553 ± 0.028</td>
</tr>
<tr>
<td>LEN+STR1</td>
<td>0.652 ± 0.033</td>
<td>0.470 ± 0.038</td>
<td>0.577 ± 0.029</td>
</tr>
<tr>
<td>LEN+UGR+STR1</td>
<td><strong>0.656 ± 0.033</strong></td>
<td><strong>0.476 ± 0.038</strong></td>
<td><strong>0.595 ± 0.028</strong></td>
</tr>
</tbody>
</table>

†95% confidence bounds are calculated using 10-fold cross-validation.

13.5.2.4 Discussion User-generated reviews have become an important source of knowledge for consumers and are known to play an active role in decision making in many domains. However, given the thousands of reviews which can often accrue for popular products on sites such as Amazon and TripAdvisor, a new challenge arises — namely, how best to facilitate users to rapidly and effectively identify the most useful reviews. Hence the need for automatic approaches to identify review helpfulness to assist users by, for example, filtering less informative or comprehensive reviews from the user’s view. The case study presented in this chapter highlights one approach in a significant body of work carried out in this area; further work on this problem can be found in [17, 30, 44, 51, 53].

13.6 Conclusions

Today, product reviews have become an important part of our online experience, assisting consumers to make informed choices and providing key insights to retailers about their product offerings. For example, Lee et al. report that 84 percent of Americans are influenced by online reviews when they are making purchase decisions [41]; see also [12, 76]. Further, many companies have now recognised that consumer reviews represent a new and important communication channel with their consumers, and they have begun monitoring online consumer reviews as a crucial source of product feedback [19]. Moreover, companies can predict their performance or sales according to this online feedback; for example, Duan et al. used Yahoo movie reviews and box office returns to examine the
persuasive and awareness effects of online user reviews on the daily box office performance [19].

Increasingly, researchers are also leveraging product reviews for the purposes of user profiling and recommendation. In particular, reviews often capture detailed and nuanced user opinions for different kinds of products and services, and thus represent a plentiful, albeit noisy and unstructured, alternative source of recommendation knowledge to replace or complement the more conventional data sources such as product ratings and meta-data. In this chapter, we have presented two case-studies which describe particular approaches in which review data can be successfully leveraged for recommendation. Moreover, we have described an approach to estimate review quality in order to help users cope with the volume and variability of review content. Given the prevalence of user-generated content online and the valuable insights it provides to both consumers and retailers alike, this area of research presents many exciting opportunities for the future.
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