Joint Virtual Computing and Radio Resource Allocation in Limited Fronthaul Green C-RANs

Phuong Luong, Student Member, IEEE, François Gagnon, Senior Member, IEEE, Charles Despins, Senior Member, IEEE, and Le-Nam Tran, Senior Member, IEEE

Abstract—We consider the virtualization technique in the downlink transmission of limited fronthaul capacity cloud-radio access networks (C-RANs). A novel virtual computing resource allocation (VCRA) method which can dynamically split the users workload into smaller fragments to be served by virtual machines is presented. Under the proposed scheme, we aim at maximizing the network energy efficiency by a joint design of virtual computing resources, transmit beamforming, remote radio head (RRH) selection, and RRH-user association. Moreover, we construct a more realistic fronthaul power consumption model, which is directly proportional to users’ rate transmitted by the corresponding RRHs. The formulated problem is combinatorial and difficult to solve in general. Our first contribution is to customize a branch and reduce and bound (BnRnB) method to attain a globally optimal solution. To compute a high-quality approximate solution, a standard routine is used to deal with the continuous relaxation of the original problem. However, the proposed continuous relaxation is non-convex which implies another challenge. For a practically appealing solution approach, we resort to a local optimization method, namely the difference of convex algorithm (DCA). Our second contribution is on the use of Lipschitz continuity to arrive at a sequence of convex quadratic programs, which can be solved efficiently by modern convex solvers. Finally, a post-processing procedure is proposed to obtain a high-performance feasible solution from the continuous relaxation. Extensive numerical results demonstrate that the proposed algorithms converge rapidly and achieve near-optimal performance as well as outperform other known methods. Moreover, we numerically show that the VCRA scheme significantly improves the system energy efficiency compared to the existing schemes.
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I. INTRODUCTION

The development of the next generation wireless network, commonly referred to as 5G, is underway. In general, 5G is expected to meet a set of challenging requirements that can solve many problems in existing wireless systems [1]. Some key technologies for 5G are introduced in [2]. From a network architecture viewpoint, cloud-radio access networks (C-RANs) have received growing attention as a powerful candidate to implement 5G standards. In particular, C-RANs can significantly enhance both system spectral and energy efficiency (EE), and satisfy other quality-of-service (QoS) requirements. In C-RANs, signals transmitted or received by low-power remote radio heads (RRHs) are processed by the centralized baseband unit (BBU) pool, comprising several physical servers (PSs) on a cloud-computing platform [1], [3]. A RRH is typically simplified with only radio frequency (RF) functions to handle the transmission/reception of radio signals to/from the users. On the other hand, sophisticated baseband signal processing tasks are migrated to the BBU pool, i.e., on the cloud. In this way, the virtualization and network slicing technology can be used to deliver dynamic and powerful resource allocation. As a main feature of cloud-computing, virtualization at the BBU pool enables each PS to dynamically split the dedicated computing resources into various virtual machines (VMs) sizes, depending on data traffic. Some noticeable results in this regard were reported in [4].

Although the benefits of C-RAN technology, with the use of distributed RRHs, are relatively convincing from a viewpoint of centralized resource management, it still raises a serious concern over the energy power consumption. In fact, there are many power consumption sources in a C-RAN, ranging from the circuit powers and RF transmission power to the fronthaul data transportation and processing, fronthaul maintenance power, computational power from the cloud, etc. In light of this, designing greener resource allocation which maximizes the EE of C-RANs has become an essential criteria for viable C-RAN solutions. A variety of our studies on the energy efficiency maximization, the power consumption minimization as well as the maximization of the trade-off between total power consumption and throughput in the C-RAN by jointly optimizing the radio resource allocation given a fixed setting of cloud computing capability have been carried out in [5]–[8]. Despite many potential benefits, the understanding on energy-efficiency of virtualized C-RANs with limited-capacity fronthaul is far from comprehensive, this paper should contribute to thoroughly clarify the issue. From the virtualization standpoint, an energy-efficient design must be able to adapt computing resources to elastic traffic [9]–[11]. From the energy-efficiency maximization perspective, it should maximize the system spectral efficiency while consuming the least power. Thus, PSs on the cloud can be activated wisely, otherwise the power consumption for signal processing taking place in the BBU pool dominates other power consumption sources in the network, leading to a poor energy-efficiency performance [12]. More explicitly, some PSs should be switched OFF to save power while others must be active to maintain the system quality-of-service (QoS). Moreover, the number
of RRHs and its associated fronthaul links can be very large in a dense C-RAN, generating a huge pressure on the total network power consumption. As a result, designing a green C-RAN must also consider the RRH selection together with the RRH-user association problem, concerning the limited-capacity fronthaul [13]. These motivations call for new radio resource management methods to design energy-efficient C-RANs.

Energy-efficient approaches for C-RANs have been presented in the recent literature, especially for joint design of RRH selection and RRH clustering [10], [14]–[20]. Specifically, to minimize network power consumption, the authors in [14] considered a joint design of cell activation and spectrum allocation, using the reweighted $\ell_1$-norm approximation technique. Similarly, a smoothed $\ell_p$-norm minimization method was involved to deal with the RRH selection and user admission problem in a multi-cast C-RAN [16]. The work of in [18] studied joint optimization of beamforming and user association for green C-RANs. In [21], stochastic optimization was applied to solve the problem of queue-aware joint RRH selection and beamforming to minimize the network power consumption. Queue-aware energy efficiency maximization was also studied for heterogeneous C-RAN in [20]. A stochastic game approach was proposed in [10] to allow virtual base stations to learn the cellular traffic variation and thus enable to switch off some RRHs to reduce the overall energy consumption in C-RANs. Unlike these, a recent and pragmatic technology which deploys a cached server at each base station to alleviate the fronthaul congestion and improve the system energy efficiency was considered in [22].

Given a cache strategy, the authors developed a framework to analyze and derive the EE closed-form expression on top of achieving an optimal cache policy which maximizes the network EE [22]. The energy-efficient resource allocation considering limited fronthaul capacity was studied in [23], [24]. Specifically, in [23], Z. Wang et al. aimed to maximize the sigmoidal function of user’s SINR under imperfect CSI condition and limited backhaul capacity. In [24], D. Ng et al. studied an EE resource allocation in multi-cell limited backhaul OFDMA downlink networks, where zero-forcing beamforming and semi-orthogonal user selection policies were employed prior to the EE problem formulation. The trade-off between EE and spectral efficiency was investigated in [25]. There also exists the trade-off between the EE and the system delay as shown in [26].

In recent years, virtualization for wireless communications has proved to be a powerful technology to fully and flexibly exploit the computing resources of C-RANs [4]. In [27], the authors considered a framework of dynamic request allocation of VMs to minimize the VM computing cost. A heuristic algorithm was developed in [28] to design the VM placement and network element switching ON/OFF to conserve more computing power. In [29], an integer linear program was formulated for the problem of dynamic VM provisioning and allocation. For a joint design of radio resource management and network virtualization for C-RANs, the work of [9] proposed a virtual base station (VBS) cluster associated with a subset of RRHs which can adapt to traffic dynamics. Likewise, the authors in [30] leveraged the VBS concept and optimized VBS formation using an mixed-integer linear program. A joint design of VM computation capacity, RRH selection, and beamforming to minimize the total power consumption in C-RANs was proposed in [11], [31]. Similarly, the authors in [32] considered the joint computing capacity and beamforming design for energy minimization problem in a mobile cloud computing network. Throughput maximization in C-RAN was studied in [33], taking into account the constraint of computing resource capacity of VBS pool.

In this paper we study an energy-efficient design of a virtualized C-RAN with limited-capacity fronthaul. Unlike [23], [24], where the virtual computing resource at the central unit or BBU pool is not accounted for, we consider a joint optimization of transmit beamforming, virtual computing resource allocation, RRH selection, and the RRH-user association to maximize the global network energy efficiency. Compared to the recent literature [9]–[11], [31], [32], we first propose a novel virtual computing resource allocation (VCRA) scheme. In particular, to best exploit the VMs in each PS, the proposed VCRA method splits the users’ workload into smaller pieces that can be served by different VMs in parallel. The distinguishing features of the proposed VCRA scheme are as follows: (i) data traffic of a user can be processed by heterogeneous VMs; (ii) VM’s computing capacity is dynamically allocated according to the traffic condition; (iii) the assignment of VMs to PSs is done in such a way that the number of unused PSs is maximal. Furthermore, to quantify the power consumption more accurately, we introduce a new power consumption model which includes the rate dependent fronthaul power consumption. More specifically, the fronthaul power consumption model is computed based on the total transmission rates served by the corresponding RRH, which is more realistic and different from that in [16], [18], [31], where fronthaul power is a quadratic or linear function of involved variables.

We formulate the problem as a mixed-integer non-convex program, for which is generally difficult to find an optimal solution. Even if possible, the complexity is prohibitively high since a mixed-integer program is commonly known to be NP-hard. Solving the problem is far more challenging for several reasons: (i) the non-convexity of the cost function, (ii) the non-convexity of the limited-capacity fronthaul and the cross-layer delay constraints, and (iii) the combinatorial nature of the selection and assignment procedure. The said non-convexity actually implies that the continuous relaxation of the problem is non-convex. In fact, this attribute makes known mixed-integer optimization solvers of no use to solve the considered problem, which motivates us to develop an optimal algorithm. To this end we first propose multiple novel transformations to reformulate the original problem into a form that amenable to monotonic optimization [34]. For a more practically appealing method, we develop a low complexity algorithm based on difference of convex algorithm (DCA) [35], approximating the original problem by a series of convex quadratic programs, using Lipschitz continuity [36]. Our contributions are the following:

- We propose a novel VCRA strategy at the BBU pool and
consider a joint optimization problem of the beamforming, VCRA, RRH selection and RRH-user association. To formulate the problem of interest we introduce several binary preference variables. The objective is to maximize the overall network energy efficiency under explicitly limited-capacity fronthaul constraints. We customize a branch-and-reduce-and-bound (BnRnB) algorithm to compute a globally optimal solution to the formulated problem, which is a mixed-integer non-convex program.

- To find a high-quality low-complexity solution, we first deal with the continuous relaxation of the problem and then propose a post-processing procedure to recover binary variables. This way seems to be a standard mixed-integer programming but, as mentioned earlier, the relaxed problem is non-convex and still difficult to solve. Our aim is to solve the relaxed problem using a local optimization method called DCA [35], which has been shown to be very effective in many applications. The proposed DCA method can cope with the non-convex limited fronthaul constraints without assigning a fixed rate as done in [23] or employing zero forcing beamforming and user selection as in [24] before solving the optimization problem. To this end, we invoke the concept of Lipschitz continuity to rewrite the relaxed problem as a DC program. This reformulation offers two benefits. First, no slack variable is introduced in the DC program, which is different from previous publications in the similar context [5], [37]. Second, the resulting DC program can be easily approximated by a sequence of convex quadratic optimization problems using DCA. Finally, a post-processing algorithm is then carried out to search for a high-performance binary solution.

- Extensive numerical results are presented to show the efficiency of our proposed algorithms in terms of the convergent rate and achievable energy efficiency performance, compared to other existing methods. In particular, the numerical results also demonstrate that the proposed VCRA scheme significantly outperforms the known methods.

The rest of the paper is organized as follows. Section II introduces the system model. Section III formulates the joint design of the energy efficiency maximization problem and Section IV presents a global optimization algorithm. In Section V, we propose a low-complexity algorithm to find a high-quality feasible solution. Section VI presents numerical results and insight discussions under different simulation setups. Finally, the conclusion of the paper is given in Section VII.

Notation: We use bold uppercase and lowercase letters to denote matrices and vectors, respectively. \( \mathbb{C} \) and \( \mathbb{R} \) represent the space of complex and real numbers. \( x^T \) and \( x^H \) stand for the transpose and Hermitian operation of vector \( x \). \( |x| \) and \( x^* \) represent the modulus and complex conjugate of \( x \in \mathbb{C} \), respectively, while \( ||x||_2 \) is the \( \ell_2 \)-norm of the vector \( x \). In addition, \( \|X\|_F \) is the Frobenius norm of matrix \( X \). \( \mathbb{E}\{\cdot\} \) denotes the expectation operator. \( \Re(\cdot) \) stands for the real part of the argument. \( \mathbb{O} \) and \( \text{blkdiag}(X_1, X_2, \ldots) \) represent the big \( \mathbb{O} \) notation and block diagonal matrix whose diagonal elements are matrices \( X_1, X_2, \ldots \), respectively.

II. SYSTEM MODEL

A. Transmission Model

We consider the downlink of a C-RAN consisting of \( I \) RRHs and \( K \) single-antenna user equipments (UEs). We denote by \( \mathcal{I} = \{1, \ldots, I\} \) and \( \mathcal{K} = \{1, \ldots, K\} \) the set of RRHs and UEs, respectively. The \( i \)th RRH is equipped with \( M_i \) antennas, \( \forall i \in \mathcal{I} \). As shown in Fig. 1, we assume that all the RRHs are connected to BBU pool via the fronthaul links, e.g., high-speed optical ones, where the \( i \)th link has a maximum capacity \( C_i^{FH} \). Each UE is served by a specific group of RRHs but one RRH can serve more than one UEs simultaneously. Let \( s_k \) be the signal with unit power, i.e., \( \mathbb{E}\{s_k s_k^\ast\} = 1 \), intended for the \( k \)th UE and \( w_{i,k} \in \mathbb{C}^{M_i \times 1} \) be the beamforming vector from the \( i \)th RRH to the \( k \)th UE. The vector of channel coefficients from the \( i \)th RRH to the \( k \)th UE is represented by \( h_{i,k} \in \mathbb{C}^{M_i \times 1} \). In this work, we assume perfect channel state information (CSI) between the RRHs and the UEs.\(^1\) For notational convenience, we denote the set of beamforming vectors intended for the \( k \)th UE as \( \mathbf{w}_k \triangleq [w_{1,k}^T, w_{2,k}^T, \ldots, w_{J,k}^T]^T \in \mathbb{C}^{M \times 1} \), and the vector including the channels from all RRHs to the \( k \)th UE as \( \mathbf{h}_k \triangleq [h_{1,k}^T, h_{2,k}^T, \ldots, h_{I,k}^T]^T \in \mathbb{C}^{CM \times 1} \), where \( M = \sum_{i \in \mathcal{J}} M_i \). Using these notations, the received signal at the \( k \)th UE is given by

\[
y_k = h_k^H w_k s_k + \sum_{j \in \mathcal{K} \setminus k} h_j^H w_j s_j + z_k
\]

where \( z_k \sim \mathcal{C}\mathcal{N}(0, \sigma_0^2) \) is the additive white Gaussian noise (AWGN) and \( \sigma_0^2 \) is the noise power. We normalize the noise power factor to 1 for the sake of notational simplicity in the rest of the paper. Note that in (1), we have assumed that the \( k \)th UE is connected to all the RRHs, but the \( i \)th RRH serves the \( k \)th UE only if \( ||w_{i,k}||_2^2 > 0 \). By treating interference as noise, the achievable rate in b/s/Hz for a given set of channel realizations at the \( k \)th UE is given by

\[
R_k (\mathbf{w}) = \log_2 (1 + \Gamma_k (\mathbf{w}))
\]

where

\[
\Gamma_k (\mathbf{w}) = \frac{||h_k^H w_k||^2}{\sum_{j \in \mathcal{K} \setminus k} ||h_j^H w_j||^2 + \sigma_0^2}
\]

where \( \mathbf{w} \triangleq [w_1^T, w_2^T, \ldots, w_J^T] \in \mathbb{C}^{(KM) \times 1} \) is vector stacking the beamformers for all UEs.

In C-RAN systems, CSI between RRHs and UEs is exchanged before RRHs and the BBU pool via the fronthaul links. The cost of the incurred overhead scales with the amount of CSI fed back to the cloud via fronthaul links. Thus, a certain portion of fronthaul capacity is reserved for this overhead information transportation to and from the BBU pool. This reduces each effective fronthaul capacity budget \( C_i^{FH} \) for the data transmission, which may degrade the overall network performance in terms of network throughput and EE. For simplicity, we assume that this overhead fronthaul capacity

\(^1\) In practice, CSI between RRHs and UEs is estimated by exploiting the channel reciprocity between the UL and DL transmissions in the time division duplexing system or by the feedback channels in the frequency division duplexing system.
reservation is done prior to our problem formulation. Each limited fronthaul capacity budget $C_i^{\text{FH}}$ is now reserved for the data transportation. The benefit of RRHs coordination is limited by the overhead of pilot-assisted channel estimation [38]. Estimating a subset of channel coefficients, rather than all the channel coefficients from all UEs can simply reduce the overhead of CSI and signaling, but restricts the cooperation within a limited number of RRHs, resulting in the loss of system throughput. We note that data for the $k$th UE is routed from the BBU pool to the $i$th RRH via the $i$th fronthaul link only if $\|w_{i,k}\|^2 > 0$. Let binary variables $a_{i,k} \in \{0, 1\}, \forall i \in I$ and $k \in K$ represent the association status between the $i$th RRH and the $k$th UE, i.e., $a_{i,k} = 1$ implies that the $k$th UE is served by the $i$th RRH and $a_{i,k} = 0$, otherwise. Then, the per-fronthaul capacity constraints can be expressed as

$$\sum_{k \in K} a_{i,k} R_k (w) \leq C_i^{\text{FH}}, \forall i \in I.$$  

(C1)

B. Proposed Virtual Machine Computing Model

We consider a BBU pool consisting a set of $S = \{1, \ldots, S\}$ physical servers (PSs). The proposed VCRA scheme is described as follows. Assume that each PS is capable of creating multiple virtual machines (VMs) to process the incoming packets in parallel. Unlike the work in [31], we consider a VM assignment in which one VM can only process the packets to one user but one user’s packets can be served by several VMs with different computing capacities. To model this assignment scheme, we introduce the binary variables $c_{s,k} \in \{0, 1\}, \forall k \in K$ and $\forall s \in S$, where $c_{s,k} = 1$ states that the packets of the $k$th user are processed by a VM in the $s$th PS and $c_{s,k} = 0$, otherwise. In addition, let binary variable $d_s \in \{0, 1\}$ and $d = \{d_s, \forall s \in S\}$ denote the operation mode of the $s$th PS, where $d_s = 0$ means the $s$th PS is turned off and $d_s = 1$ otherwise.

C. Processing Queue Model

The packet arrival of the $k$th UE is assumed to follow a Poisson process with arrival rate $\Lambda_k$. For simplicity, we assume each packet has identical length. As illustrated in Fig. 1, packets of the $k$th UE first arrive at the dispatcher and are subsequently split into smaller fragments that are then routed to VMs in different PSs for parallel processing. It is worth mentioning that each small fragment from the $k$th UE’s packets assigned to the VM in the $s$th PS also follows a Poisson process with arrival rate $\lambda_{s,k}$. We have

$$\begin{align*}
\left\{ \begin{array}{l}
\sum_{s \in S} \lambda_{s,k} = \Lambda_k \\
\lambda_{s,k} \leq c_{s,k} \Lambda_k
\end{array} \right., \forall k \in K, s \in S \ (C2)
\end{align*}$$

We assume that the baseband processing of each VM on each UE packets can be described as a $M/M/1$ processing queue, where the service time at the VM of the $s$th PS follows an exponential distribution with mean $1/\mu_{s,k}$, where $\mu_{s,k}$ represents the computing capacity that the VM of $s$th PS can process the $k$th UE’s packets. Note that since each PS has a maximum computing capacity $C_s^P, \forall s \in S$, we have the following constraints

$$\begin{align*}
\left\{ \begin{array}{l}
\sum_{k \in K} c_{s,k} \mu_{s,k} \leq d_s C_s^P \\
\mu_{s,k} \leq c_{s,k} C_s^P \\
c_{s,k} \leq d_s
\end{array} \right., \forall k \in K, s \in S \ (C3)
\end{align*}$$

Based on these, the average response time to process each packet for the $k$th UE at the VM of the $s$th PS is computed as $\tau_{s,k} = 1/\mu_{s,k}$, where $\lambda_{s,k} < \mu_{s,k}, \forall s \in S, k \in K$. Since the packets for the $k$th UE can be processed by multiple VMs of different computing capacities, the effective response time $\tau_k$ to process all packets of the $k$th UE in the BBU pool should be larger than the worst average response time among its serving VMs, leading to the following constraint

$$\tau_k \geq \frac{c_{s,k}}{\mu_{s,k} - \lambda_{s,k}}, \forall k \in K, s \in S \ (C4)$$

D. Transmission Queue Model

After being processed by the VMs, the outcome packets from the processing queue are aggregated at a virtual switching node. Then, they are transported via the corresponding fronthaul links to the RRHs and eventually transmitted to the UEs. For simplicity, we neglect the transportation delay. By Burke’s Theorem [39], the arrival process of transmission queue for the $k$th UE, (i.e., the departure process of processing queue for the $k$th UE) is still Poisson with rate $\Lambda_k$. Therefore, the data transmission to the $k$th UE from its serving RRHs can be modeled as a $M/M/1$ transmission queue service time $1/R_k (w)$ [14] (cf. Fig. 1). Therefore, the average response time in the wireless transmission queue for the $k$th UE is simply given by

$$t_k (w) = 1/(R_k (w) - \Lambda_k), \forall k \in K \ (4)$$

where $R_k (w) > \Lambda_k$ should be guaranteed for the queue stability. In this paper, we restrict the total response time of the processing and transmission queue by a delay value $D_k$ to ensure a low-latency transmission for each UE, which is expressed as

$$\tau_k + 1/(R_k (w) - \Lambda_k) \leq D_k, \forall k \in K \ (C5)$$

It is noteworthy that virtual computing constraints are coupled with the physical constraints via QoS delay constraint in (C5), motivating the cross-layer joint design considered in this paper.

E. Power Consumption Model

1) RRH power consumption: According to [16], [18], [31], the power consumption at each RRH is categorized into two types: data-dependent power, which is related to the transmitted signal, and data-independent power. The data-independent power can be further sub-categorized into two types: power to keep each $i$th RRH active, denoted as $P^a_i$, and power to keep each $i$th RRH idle, denoted as $P^i$. To formulate the design problem, we introduce a binary variable $b_i \in \{0, 1\}, \forall i \in I$ to represent the operation mode of each $i$th RRH, where $b_i = 0$ indicates that the $i$th RRH is in sleep mode and $b_i = 1$ otherwise. The total power consumption at the $i$th RRH is written as

$$P^\text{RRH}_i (w, b_i) = \frac{1}{\eta_i} \sum_{k \in K} \|w_{i,k}\|^2 + b_i P^a_i + (1 - b_i) P^i$$

(5)
where \( \eta_i \in [0, 1] \) is the power amplifier efficiency.

2) Fronthaul power consumption: We adopt the model in [40] where the fronthaul link power consumption directly depends on transmission rates served by the corresponding RRH. Specifically, the power consumption of the \( i \)th fronthaul link for forwarding information data and beamformers is written as

\[
P_{i}^{FH}(w, a_i) = \rho_i \sum_{k \in K} a_{i,k} R_{i,k}(w) \tag{6}
\]

where \( a_i = [a_{i,1}, \ldots, a_{i,K}]^T \) and \( \rho_i = P_{i,\text{max}}^{FH}/C_{i}^{FH} \) is the constant scaling factor associated to the \( i \)th fronthaul with \( P_{i,\text{max}}^{FH} \) is the power dissipation of \( i \)th fronthaul.

3) BBU power consumption: Let us define \( P_{s}^{PS} \) and \( \kappa_s \mu_{a,s}, \forall s \in S, k \in K \) as the power spent by the \( s \)th PS and the associated VMs for processing the \( k \)th UE’s traffic, respectively, where in the polynomial approximation \( \kappa_s \mu_{a,s}^2 \) (c.f., [11], [27]), \( \kappa_s > 0 \), \( \alpha_s > 1 \) are the positive multiplication and exponent factors. Thus, by denoting \( \mu = \{\mu_{s,k}, \forall s \in S, \forall k \in K\} \), the overall power consumption in the BBU pool is

\[
P_{BBU}(d, \mu) = \sum_{s \in S} d_s P_{s}^{PS} + \sum_{s \in S} \sum_{\forall \nu \in K} \kappa_s \mu_{a,s} \tag{7}
\]

4) Total power consumption: Finally, the entire network power consumption in the considered system model is formulated as

\[
P(w, \mu, a, b, d) = \sum_{i \in \mathcal{I}} (P_{i}^{RHH}(w, b_i) + P_{i}^{FH}(w, a_i)) + \phi P_{BBU}(d, \mu) \tag{8}
\]

where \( \phi > 0 \) is a parameter to strike a balance between the power consumption of RRHs, fronthaul and BBU pool, \( b = [b_1, \ldots, b_T]^T \) and \( a = [a_1^T, \ldots, a_T^T]^T \). The symbols used throughout the paper are defined in Table I.

III. PROBLEM FORMULATION

We aim at jointly optimizing the virtual computing resource allocation with beamforming, RRH selection and RRH-UE association to maximize the global network energy efficiency. To guarantee the stability of the transmission queue as shown in (4) and the minimum QoS UE rate requirement \( R_{k,\text{min}}^{\text{BBU}} \) for each UE \( k \), we impose the following constraint

\[
R_{k}(w) \geq \max\{R_{k,\text{min}}^{\text{BBU}}, \lambda_k\} \tag{C6}
\]

Moreover, the total transmit power at each RRH is limited by a power budget \( P_{\text{max}} \), which is expressed as

\[
\sum_{k \in K} \|w_{i,k}\|_2^2 \leq b_i P_{\text{max}}, \quad \|w_{i,k}\|_2 \leq a_{i,k} P_{\text{max}}, \quad a_{i,k} \leq b_i \tag{C7}
\]

where \( a \) and \( b \) are defined in (C1) and (5). The above constraint implies that when the \( i \)th RRH is in sleep mode, e.g., \( b_i = 0 \), no power will be transmitted from it. Similarly, we also guarantee that the transmit power \( \|w_{i,k}\|_2^2 \) from the \( i \)th RRH to the \( k \)th UE is zero if \( a_{i,k} = 0 \). Also, \( b_i = 0 \), then \( a_{i,k} = 0 \) for all \( k \in K \) and \( \sum_{k \in K} \|w_{i,k}\|_2 = 0 \).

Now the considered problem is formulated as

\[
(P_0) : \begin{aligned}
\text{maximize} & \quad \sum_{i \in \mathcal{I}} R_{k}(w) \\
\text{subject to} & \quad P(w, \mu, a, b, d) \\
& \quad (C1); (C2); (C3); (C4); (C5); (C6); (C7) \tag{9a}
\end{aligned}
\]

where \( a, b, c, d \) are implicitly understood to be binary. To solve (9), we first customize a branch-and-reduce-and-bound (BnRB) based algorithm which is presented in the next section.

IV. PROPOSED GLOBAL OPTIMIZATION METHOD

We present an algorithm to solve (9) optimally. Before proceeding further, we provide some comments on the complexity of (9). First, problem (9) is generally NP-hard due to the presence of binary variables \( a, b, c \) and \( d \). Moreover, even when these binary variables are relaxed to be continuous, the obtained problem is still non-convex because of the non-convexity of the objective function (9a) and the constraints in (C1) and (C5). In mathematical programming, (9) is categorized as a mixed-integer non-convex program for which such a method in [11], [31], [41] is not applicable to find a globally optimal solution. To the best of our knowledge, there is no off-the-shelf solver for (9). In what follows, we present an equivalent formulation of (9), based on which a BnRB algorithm using monotonic optimization (MO) is customized to solve it optimally. We note that there are also other global optimization techniques such as inner and outer approximation, cutting-plane methods, etc. These optimal algorithms will yield the same optimal objective value. In this paper, we adopt the branch-and-reduce-and-bound (BnRB) method to find a globally optimal solution for the considered problem since it lends itself to the considered problem, especially with a novel reformulation presented next.

A. Equivalent Formulation

Let us introduce the slack variables \( \nu = \{\nu_i \geq 0, \forall i \in \{0 \cup K\}\} \) and \( \zeta = \{\zeta_k \geq 0, \forall k \in K\} \) and rewrite (9) as the following problem

\[
\begin{aligned}
\text{maximize} & \quad f(\nu) = v_0 \sum_{k \in K} \nu_k \\
\text{subject to} & \quad R_k(w) \geq \nu_k \geq \nu_k \geq \max\{R_{k,\text{min}}^{\text{BBU}}, \lambda_k\} \tag{10a}
\end{aligned}
\]

\[
\begin{aligned}
\sum_{i \in \mathcal{I}} \sum_{k \in K} a_{i,k} \nu_k \leq C_{\text{FH}} \tag{10b}
\end{aligned}
\]

\[
\begin{aligned}
\sum_{i \in \mathcal{I}} \sum_{k \in K} \frac{a_{i,k} \nu_k}{\zeta_k} \leq C_{\text{FH}} \tag{10c}
\end{aligned}
\]

\[
\begin{aligned}
\sum_{i \in \mathcal{I}} \sum_{k \in K} \frac{a_{i,k} \nu_k}{\zeta_k} \leq C_{\text{FH}} \tag{10d}
\end{aligned}
\]

\[
\begin{aligned}
\sum_{i \in \mathcal{I}} \sum_{k \in K} \frac{a_{i,k} \nu_k}{\zeta_k} \leq C_{\text{FH}} \tag{10e}
\end{aligned}
\]

where

\[
\begin{aligned}
P_i^{RHH}(w, b_i) + \phi P_{BBU}(d, \mu) = \sum_{i \in \mathcal{I}} \sum_{k \in K} a_{i,k} \nu_k \tag{10f}
\end{aligned}
\]

To arrive at (10), several slack variables have been introduced and the idea behind this step is justified as follows. First, we have replaced \( c_{s,k} \) in (C4) by \( c_{s,k}^2 \) resulting in (10f). However, this maneuver still maintains the equivalence between (C4) and (10f) since \( c_{s,k} = c_{s,k}^2 \) for \( c_{s,k} \in \{0, 1\} \). The benefit of considering (10f) is that it is a convex constraint and particularly can be recast as a second order cone constraint, while (C4) is a non-convex one. This property will be exploited to develop a global optimization algorithm to (10). Second and more importantly, \( R_k(w) \) has been replaced by \( \nu_k \) or \( \lambda_k \) at various places in (9). We remark that this move
TABLE I
DEFINITION OF MATHEMATICAL SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nu_{i,k} )</td>
<td>Association status of UE ( k ) and RRH ( i )</td>
</tr>
<tr>
<td>( c_{s,k} )</td>
<td>VM assignment status in PS ( s ) to UE ( k )</td>
</tr>
<tr>
<td>( \lambda_{s,k} )</td>
<td>Arrival rate allocated to VM in PS ( s ) for UE ( k )</td>
</tr>
<tr>
<td>( \lambda_{s,k} )</td>
<td>Arrival rate allocated to VM ( s ) for UE ( k )</td>
</tr>
<tr>
<td>( m_{s,k} )</td>
<td>VM computing capacity of PS ( s ) assigned for UE ( k )</td>
</tr>
<tr>
<td>( R_k(w) )</td>
<td>Achievable rate of UE ( k ) w.r.t. variable ( w )</td>
</tr>
<tr>
<td>( \tau_b )</td>
<td>Average delay to process the queue for UE ( k )</td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>Scaling factor for fronthaul link ( i )</td>
</tr>
<tr>
<td>( \kappa_s )</td>
<td>Multiplication factor of the approximation ( \kappa_s \mu_{s,k}^{e_h} )</td>
</tr>
<tr>
<td>( R_{min} )</td>
<td>Minimum rate requirement for UE ( k )</td>
</tr>
<tr>
<td>( P_{i,1}^{on}, P_{i,1}^{off} )</td>
<td>Power to keep RRH ( i ) active, idle</td>
</tr>
<tr>
<td>( P_{s}^{on} )</td>
<td>Power to keep PS ( s ) active</td>
</tr>
<tr>
<td>( \nu', \zeta_k )</td>
<td>Slack variables to support BnRnB algorithm</td>
</tr>
<tr>
<td>( \omega_{i,k} )</td>
<td>Beamforming vector from RRH ( i ) to UE ( k )</td>
</tr>
<tr>
<td>( h_{i,k} )</td>
<td>Channel vector from RRH ( i ) to UE ( k )</td>
</tr>
<tr>
<td>( E_{i,k} )</td>
<td>Incentive measure to decide binary variables</td>
</tr>
</tbody>
</table>

does not follow the standard reformulation technique based on epigraph form and thus the equivalence between (9) and (10) is not guaranteed in general. In this regard one of our main contributions is stated in the following lemma.

**Lemma 1.** The formulations in (9) and (10) are equivalent in the sense that they have the same optimal solution set and objective.

**Proof:** The proof is presented in Appendix A. \( \square \)

B. Optimal Solution based BnRnB Algorithm

The key benefits of the reformulation given in (10) are two-fold: first, it facilitates the customauzation of the BnRnB algorithm based on the MO framework to solve (10); and secondly in this regard, the search space for an optimal solution is reduced from \( (a, b, c, d, \lambda, \tau, \omega, \mu, \nu, \zeta) \) in (9) to only \( \nu \) in (10), which then results in less computational complexity. Application of MO to solve (10) is possible due to the following two important observations.

- The objective in (10a) monotonically increases with respect to each entry of \( \nu \), which is obvious from the expression of \( f(\nu) \) in (10a).
- For a given \( \nu \), the following feasibility problem

\[
\begin{align}
\text{find } & a, b, c, d, \lambda, \tau, \omega, \mu, \nu, \zeta \\
\text{s.t. } & (10b) - (10i) \nonumber
\end{align}
\]

is a mixed-integer second order cone (MISO) feasibility problem, which can be solved optimally by dedicated MISOCP solvers such as MOSEK.\(^2\) Note that for a given \( \nu_k \), (10b) can be reformulated as a SOC constraint as

\[
\epsilon' \text{Re} (h_k^H w_k) \geq \left\| h_k^H w_1, \ldots, h_k^H w_K, \sigma_0 \right\|_2^2 (12)
\]

where \( \epsilon' = \sqrt{\frac{1}{\varphi_k - 1}} + 1 \).

From the above two facts, we can develop a BnRnB method to solve (10) optimally as done in [34]. The detailed content and description of the BnRnB algorithm is similar to the presentation in [34, Algorithm 1], which is skipped here due to space constraint. Herein, we briefly present some important steps and definitions required to solve the considered

\(^2\)https://www.mosek.com/
and
\[ \max_{\nu \in \mathbb{R}^{K+1}} (10b) \quad \min_{\nu} \| w \|_2^2 - \xi_k \| w \|_2^2 \]

The main idea to solve problem (10) optimally using MO framework is to check if a given \( \nu \) belongs to \( Q \) or not, which amounts to solving the MISOC feasibility problem in (11). At the beginning of the proposed algorithm, we check whether \( \nu \) (i.e., the lower corner of \( V \)) is feasible or not. If so, we apply the BnRnB method to find a globally optimal solution to (10). The proposed method recursively branches a box \( B \), which has the largest upper bound compared to others, into two smaller boxes, checks the feasibility of each new box, updates the current upper and lower bounds by the box reduction and bound computation process, and removes the boxes that do not contain an optimal solution. The details of these operations can be found in [34], and thus omitted here for the sake of brevity.

To conclude this section, we remark that the proposed optimal Algorithm BnRnB presented in this section requires extremely high computational complexity for two apparent reasons. First, the MISOC feasibility problem in (11) is NP-hard in general and thus the complexity can increase exponentially with the problem size in the worst case. Second, the BnRnB algorithm (even when all binary variables are relaxed to be continuous) generally requires a large number of iterations to terminate. As a result, Algorithm BnRnB is practically useful for networks of relatively small size and is mainly used for benchmarking purpose in this paper. For a more practically appealing solution we propose a low-complexity method based on the framework of DC programming in the next section.

V. LOW-COMPLEXITY METHOD

Given the inherent non-convexity and combinatorial nature of (P_0), a pragmatic goal is to find a sufficiently good feasible solution in a reasonable amount of time. To this end we will present a low-complexity algorithm in this section based on the following steps:

- Binary variables are relaxed to be continuous to obtain the continuous relaxation problem of (P_0), denoted as (P_1). This step is routine to handle the discreteness of the considered problem.

- As mentioned above, (P_1) is still non-convex and solving it is difficult. Although finding a globally optimal solution to (P_1) is possible by slightly modifying Algorithm BnRnB, the run time will be prohibitively high which is not suitable for real-time applications. The main idea of the proposed low-complexity method is to solve (P_1) using a local optimization method to compute a high-quality estimate of (P_0). Thus, we resort to the DC programming framework.

- The last step is to devise a post-processing procedure to map the solution produced by solving (P_1) which is not binary in general into a binary one.

In the next subsections we will present the details of the steps listed above.

A. DC Decomposition

The main target of the proposed low-complexity algorithm is to solve (P_1) efficiently. We recall that the non-convexity of (P_1) is due to that of function \( R_k(w) \) and also the term \( a_{i,k} R_k(w) \). Based on the concept of DC programming, we will express each of the non-convex functions as a difference of two convex ones. To illustrate this point let us first consider the rate function \( R_k(w) \). Note that the following decomposition holds

\[ R_k(w) = R_k(w) + \xi_k \| w \|_2^2 - \xi_k \| w \|_2^2 \]  

for any \( \xi_k \). Intuitively if \( \xi_k \) is sufficiently large, the quadratic term \( \xi_k \| w \|_2^2 \) will dominate \( R_k(w) \) and thus \( f_k(w) \) becomes convex eventually. We remark that this kind of DC decomposition is not entirely new. But the problem is that finding a proper value for \( \xi_k \) to make (13) a DC expression is very challenging and problem-specific. In this regard our contribution is the following lemma.

**Lemma 2.** For \( \xi_k > \tilde{\xi}_k \) where \( \tilde{\xi}_k \) is given in (42) in Appendix X, \( f_k(w) \) is strongly convex.

**Proof:** The proof and the derivation of \( \tilde{\xi}_k \) in Lemma 2 are involved and all the detailed algebra is presented in Appendix X. The idea is to show that \( R_k(w) \) is \( \xi_k \)-smooth, i.e.,

\[ \| \nabla R_k(x) - \nabla R_k(y) \|_2 \leq \tilde{\xi}_k \| x - y \|_2 \]  

where \( \nabla f(x) \) is the gradient of \( f(x) \) with respect to \( x \). Equivalently, \( \nabla R_k(x) \) is Lipschitz continuous with a constant \( \xi_k \).

We now turn the attention to a DC decomposition of the term \( a_{i,k} R_k(w) \). By the same way, we consider the following DC decomposition

\[ a_{i,k} R_k(w) = \gamma_k \left( \| w \|_2^2 + a_{i,k}^2 \right) - \gamma_k \left( \| w \|_2^2 + a_{i,k}^2 \right) - a_{i,k} R_k(w) \]  

and the following lemma is in order.

**Lemma 3.** For \( \gamma_k > \bar{\gamma}_k \) where \( \bar{\gamma}_k \) is given in (58) in Appendix XI, \( u_k(w, a_{i,k}) \) is strongly convex.

**Proof:** The proof of Lemma 3 follows the same steps as those for that of Lemma 2 and is provided in Appendix XI.

Based on the above DC decomposition, we are now in a position to describe the proposed algorithm to solve (P_1) efficiently. First (P_1) can be equivalently rewritten as

\[ \max_{\nu, a, b, c, d} \sum_{k \in K} f_k(w) - \xi_k \| w \|_2^2 \]  

and

\[ \min_{\lambda, \pi, \omega, \mu} P(w, \mu, a, b, d) \]  

(16a)
s.t. \( f_k(w) - \xi_k \|w\|_2^2 \geq \max \left\{ R_k, A_k \right\} \) \hspace{1cm} (16b)
\[
\sum_{k \in K} \left( \gamma_k \left\|w\right\|_2^2 + a_i^2 \right) - u_k(w, a_i, k) \leq C_i^{FH} \hspace{1cm} (16c)
\]
\[
\left( \tau_k + \mu_s - \lambda_s \right)^2 \geq \frac{4}{c_{s,k} \left( \tau_k - \mu_s + \lambda_s \right)^2} \hspace{1cm} (16d)
\]
\[
f_k(w) - \xi_k \|w\|_2^2 - A_k \geq \frac{1}{D_k - \tau_k} \hspace{1cm} (16e)
\]

where \( \tilde{P}(w, \mu, a, b, d) = \sum_{i \in I} P_{i}^{RHH}(w, b_i) + \phi dB(w, b) + \sum_{i \in I} \rho_i \sum_{k \in K} \gamma_k \left( \|w\|_2^2 + a_i^2 \right) - u_k(w, a_i, k) \). Note that we have equivalently rewritten constraints (C4) and (C5) as (16d) and (16e), respectively. The purpose of these reformulations is to express \((P_2)\) as a DC program that is amenable to application of DCA, which is presented next subsection.

Before proceeding further, we remark that to deal with the non-convexity of such a problem as \((P_1)\), a class of existing methods introduce some slack variables to expose the hidden convexity of non-convex objective and/or constraints, and then apply successive convex approximation to solve the resulting problem \([5, 37]\). The drawback of such a method is that the eventual number of optimization variables increases (quickly in many cases) with the problem size. In this regard, the DC form in \((P_2)\) does not introduce any new auxiliary variable, which certainly achieves more favorable scalability property and thus makes it more suitable for C-RANs.

B. DCA-based Method

In this section we apply DCA to solve \((P_2)\). The main idea of DCA can be briefly explained as follows. Let us consider the following general DC constraint

\[
p(x) - q(x) \leq 0 \hspace{1cm} (17)
\]

where \(p(x)\) and \(q(x)\) are convex with respect to \(x\). It is obvious that the non-convex part in the above constraint is \(-q(x)\) which is concave. Assuming \(q(x)\) is differentiable (which is true for all constraints in \((P_2)\)), DCA linearizes \(q(x)\) around the current iteration \(x(n)\) to arrive at the following constraint

\[
p(x) - q(x(n)) - \nabla q(x(n)) \cdot (x - x(n)) \leq 0 \hspace{1cm} (18)
\]

Note that (18) implies (17) as a concave function (i.e., \(-q(x)\) as mentioned above) is upper bounded by its linearization. In other words, DCA arrives at an inner approximation of the feasible set of the considered nonconvex program and updates the point \(x(n)\) until convergence.

Let us deal with the DC constraints in \((P_2)\) first. According to the philosophy of DCA, we can approximate (16b) as

\[
F_k(w; w(n)) - \xi_k \|w\|_2^2 \geq \max \left\{ R_k, A_k \right\} \hspace{1cm} (19)
\]

where \(F_k(w; w(n))\) is given in (20) shown at the top of the next page. Note that \(F_k(w; w(n))\) is simply a linearization of \(f_k(w)\) around \(w(n)\) and its derivation is in fact a by-product of Appendix X. Thus, constraint (16e) can be approximated by the following constraint

\[
F_k(w; w(n)) - \xi_k \|w\|_2^2 - A_k \geq \frac{1}{D_k - \tau_k} \hspace{1cm} (21)
\]

which is a convex constraint since 1/ \((D_k - \tau_k)\) is convex and

\[
F_k(w; w(n)) - \xi_k \|w\|_2^2 - A_k \text{ is concave with respect to all feasible variables } w, \tau_k. \text{ In the same way, we can also derive the upper bound convex approximation of the non–convex DC function } \gamma_k \left( w^2 + a_i^2 \right) - u_k(w, a_i, k) \text{ by deriving the lower bound concave approximation of } u_k(w, a_i, k) \text{ as follow}
\]

\[
u_k(w, a_i, k) \geq \tilde{F}_k(w, a_i, k; w(n), a_i(n)) \hspace{1cm} (22)
\]

By applying the above approximations, we can formulate the approximation of problem \((P_2)\) at iteration \(n + 1\) as

\[
\max_{\lambda, \tau, w, \mu} \hspace{1cm} (25a)
\]

\[
\sum_{k \in K} F_k(w; w(n)) - \xi_k \|w\|_2^2 \geq \max \left\{ R_k, A_k \right\} \hspace{1cm} (25b)
\]

\[
- \sum_{k \in K} \tilde{F}_k(w, a_i, k; w(n), a_i(n)) \leq C_i^{FH} \hspace{1cm} (25c)
\]

\[
c_{s,k} \left( \tau_k - \mu_s + \lambda_s \right)^2 \geq \frac{4}{c_{s,k} \left( \tau_k + \mu_s - \lambda_s \right)^2} \hspace{1cm} (25d)
\]

\[
F_k(w; w(n)) - \xi_k \|w\|_2^2 - A_k \geq \frac{1}{D_k - \tau_k} \hspace{1cm} (25e)
\]

where \( \tilde{P}(w, \mu, a, b, d) = \sum_{i \in I} P_{i}^{RHH}(w, b_i) + \phi dB(w, b) + \sum_{i \in I} \rho_i \sum_{k \in K} \gamma_k \left( \|w\|_2^2 + a_i^2 \right) - \sum_{i \in I} \rho_i \sum_{k \in K} \tilde{F}_k(w, a_i, k; w(n), a_i(n)) \). Note that the fractional objective (25a) can be easily transformed into a linear subtractive form using Dinkelbach approach \([24]\). This subsequently makes (25a) convex and can be solved by the DCA-based algorithm, which is outlined in Algorithm 1.

Algorithm 1 DCA-based Algorithm
1: Set \( n := 0 \) and initialize starting points of \( w(n), a(n), \tau(n), \mu(n), \lambda(n) \).
2: repeat
3: Solve the approximated problem (25) at \( w(n), a(n), \tau(n), \mu(n), \lambda(n) \) to obtain the optimal solution \( a^*, b^*, \tau^*, \lambda^*, w^*, \mu^* \).
4: Set \( n := n + 1 \);
5: Update \( w(n) = w^*, a(n) = a^*, \tau(n) = \tau^*, \mu(n) = \mu^*, \lambda(n) = \lambda^* \)
6: until Convergence of the objective (25a);

Convergence analysis: We now prove that Algorithm 1 is
\[ F_k(w; w^{(n)}) = f_k(w^{(n)}) + \frac{1}{\gamma_k} \sum_{j \in K} \left( 2 \text{Re}(w_j^{(n)H} H_j w_j) - 2w_j^{(n)H} H_k w_j^{(n)} \right) - \frac{2 \xi_k \text{Re}(w_j^{(n)H} w) - 2 \xi_k \| w^{(n)} \|_2^2}{\sum_{j \in K \setminus k} |h_j^k w_j^{(n)}|^2 + \sigma_0^2} \] (20)

\[ \tilde{F}_k(w, a_{i,k}^{(n)}, a_{i,k}) = f_k(w^{(n)}) a_{i,k} + \frac{\log(\sum_{j \in K} |h_j^k w_j^{(n)}|^2 + \sigma_0^2) - \log(\sum_{j \in K \setminus k} |h_j^k w_j^{(n)}|^2 + \sigma_0^2)}{\sum_{j \in K \setminus k} |h_j^k w_j^{(n)}|^2 + \sigma_0^2} (a_{i,k} - a_{i,k}^{(n)}) + \frac{2 \xi_k \text{Re}(w_j^{(n)H} w) - 2 \xi_k \| w^{(n)} \|_2^2}{\sum_{j \in K \setminus k} |h_j^k w_j^{(n)}|^2 + \sigma_0^2} \] (23)

guaranteed to converge. This can be established by showing that the sequence of objectives returned by Algorithm 1 is monotonically convergent. Towards this end, let \( \theta^{(n)} \) and \( \Theta^{(n)} \) denote the optimal objective value and the achieved optimal solution at the \( n \)th iteration of Algorithm 1, respectively. We will show that \( \Theta^{(n)} \) is also feasible to problem (25) at the \( (n + 1) \)th iteration. To see this let us focus on the general DC constraint in (17). Due to the concavity of the term \(-q(x)\), the following inequality holds

\[ p(x) - q(x) \leq p(x) - q(x^{(n)}) - \langle \nabla q(x^{(n)}), x - x^{(n)} \rangle \] (26)

for all \( x \). Note that the right hand side of the above inequality stands for the resulting approximate constraint in the problem considered at the \( (n + 1) \)th iteration of Algorithm 1. The inequality in (26) means that if \( x \) satisfies the approximate constraint in (18), then it also satisfies the DC constraint in (17). Thus, Algorithm 1 produces a sequence of iterates \( \{x^{(n)}\} \) that are feasible to the original problem, i.e., \( p(x^{(n)}) - q(x^{(n)}) \leq 0 \). Substituting \( x \) by \( x^{(n)} \) in (18) we have

\[ p(x^{(n)}) - q(x^{(n)}) - \langle \nabla q(x^{(n)}), x^{(n)} - x^{(n)} \rangle = \frac{p(x^{(n)}) - q(x^{(n)})}{p(x^{(n)}) - q(x^{(n)})} \leq 0. \] (27)

The above inequality holds because \( x^{(n)} \) is feasible to the original problem. Thus, the solution of the \( n \)th iteration is feasible to the problem at iteration \( (n + 1) \). This leads to \( \theta^{(n+1)} \geq \theta^{(n)} \), meaning that Algorithm 1 generates a non-decreasing sequence of objective values. Due to the power budget constraint (C7), the sequence of objectives \( \{\theta^{(n)}\} \) is upper bounded and thus, is convergent.

C. An Accelerated Version of Algorithm 1: Practical Choices of \( \xi_k \) and \( \gamma_k \)

As being shown in the previous section, the sufficient conditions of \( \xi_k \) and \( \gamma_k \) to ensure the DC forms of functions (13) and (15) (and thus the convergence of Algorithm 1) are that \( \xi_k \geq \xi_k \) and \( \gamma_k \geq \gamma_k \), where \( \xi_k \) and \( \gamma_k \) are analytically computed in Appendix X and XI. However, smaller values of \( \xi_k \) and \( \gamma_k \) may significantly increase the convergence rate of Algorithm 1 in practice since they can lead to tighter approximation in each iteration of Algorithm 1. This will be easily seen from (13) where \( f_k(w) \) is close to \( R_k(w) \) for small \( \xi_k \). Based on this observation, we set \( \xi_k \) and \( \gamma_k \) to a small value (elaborated in the numerical results section) in each iteration of Algorithm 1. If monotonic increase of the objective is not achieved, we then set \( \xi_k \) and \( \gamma_k \) to \( \xi_k \) and \( \gamma_k \), respectively. This variant is numerically shown to remarkably improve the convergence of Algorithm 1 and thus referred to as an accelerated version of Algorithm 1.

D. Post-Processing Procedure

A post-processing step is proposed to map the relaxed variables from solving (\( P_2 \)) to the binary values, which is required due to the continuous relaxation. The process starts by assuming that all the RRHs and PSs are OFF and there is no association between RRHs, VMs and UEs. In each iteration, (\( P_2 \)) is optimally solved given a set of active RRHs, RRH-UE association, active PSs and VM assignment that is connected. Let us denote optimal solution of (\( P_2 \)) in the \( n \)th iteration of post-processing algorithm by \( \{a^*, b^*, c^*, d^*, \lambda^*, \tau^*, w^*, \mu^*\} \). The RRH-UE association and VM assignment are then gradually updated by fixing untreated relaxed variables to be 1. Apparently, which unfixed relaxed variables are prior to be picked up is a critical decision. Intuitively, the connection between the \( i \)th RRH and the \( k \)th UE is more likely if the channel link condition is good and the power consumed to transmit fronthaul data is smaller than the others. Similarly, the \( k \)th UE is preferred to be processed by VM in the \( s \)th PS if the power expended for switching on the \( s \)th PS is the smaller than the others and the total signal processing power consumed in the \( s \)th PS is larger. Based on the above intuitive observations, we define a virtual energy efficiency for assigning the \( i \)th RRH to serve the \( k \)th UE (i.e., incentive measure to set \( a_{i,k} = 1 \) ) as \( E_{i,k} \) and a normalized importance index for assigning the VM in the \( s \)th PS to process for the \( k \)th UE’s traffic (i.e., incentive measure to set \( c_{s,k} = 1 \) ) as \( I_{s,k} \), which are given by

\[ E_{i,k} = \frac{R_k(w^*)}{\frac{1}{\alpha_s} \| w_{i,k}^* \|^2 + \rho_i R_k(w^*)} \] (28)

\[ I_{s,k} = \frac{\sum_{k \in K} \kappa_s (\mu_{s,k}^*)^{\alpha_s}}{\sum_{k \in K} \kappa_s (\mu_{s,k}^*)^{\alpha_s}}. \] (28)
1. \( c_{i,k}' \) is 1 whose indices \((i',k'), (s',k')\) are selected by \((i',k') = \arg \max_{(i,k) \in \mathcal{R}_{\text{off}}^{(m-1)}} E_{i,k} \vee (s',k') = \arg \max_{(s,k) \in \mathcal{R}_{\text{off}}^{(m-1)}} I_{s,k}\) \((s,k) \in \mathcal{R}_{\text{off}}^{(m-1)}\) \(\) \hspace{1cm} (29)  \\

where \( \mathcal{R}_{\text{off}}^{(m-1)} = \{(i,k), (s,k) \mid \gamma(i,k) \in (I,K), \gamma(s,k) \in (S,K), \alpha_{i,k}^{(m-1)} = 0, c_{i,k}^{(m-1)} = 0\} \) denotes the set of unfixed RRH-UE association and VM assignment in the \((m - 1)\)th iteration of the post-processing algorithm. This selection rule means that the unfixed relaxed binary variable that contributes mostly to the entire energy efficiency is set to be 1.  

According to constraints in \((C3)\) and \((C7)\), the variables \(b_i\) and \(d_s, \forall i, s\) are fixed with respect to its associated variables \(a_i = \{a_{i,k}, \forall k \in K\}\) and \(c_s = \{c_{s,k}, \forall k \in K\}\), respectively.  

In particular, we need to set \(b_i = 1\) or \(d_s = 1\) if we fix any \(a_{i,k} = 1\) or \(c_{s,k} = 1\). Moreover, if variables \(a_i\) and \(c_s\) are fixed to 0, then we need to set \(b_i = 0\) or \(d_s = 0\). The RRH-UE association and VM assignment with the largest incentive measures \((29)\) will be made connected and the resulting RRH and PS will be set active, following the relationship in \(c_{s,k} \leq d_s\) in \((C3)\) and \(a_{i,k} \leq b_i\) in \((C7)\). The overall algorithm is presented in Algorithm 2.  

Algorithm 2 Post-processing algorithm.  

1: Set \(m := 0, \pi^{(m)}\) is significantly small, and initialize \(c_i^{(m)} = 0, c_s^{(m)} = 0, b_i^{(m)} = 0, d_s^{(m)} = 0, \forall i \in I, \forall k \in K, \forall s \in S\) and the set \(\mathcal{R}_{\text{off}}^{(m)} = \{(i,k), (s,k) \mid \gamma(i,k) \in (I,K), \gamma(s,k) \in (S,K), a_{i,k}^{(m)} = 0, c_{s,k}^{(m)} = 0\}\).  

2: repeat  

3: Set \(m := m + 1\);  

4: Solve \((P_2)\) given \(a_{i,k}' = b_i' = 1, c_{s,k}' = d_s' = 1, \forall (i',k'), (s',k') \in \mathcal{R}_{\text{off}}^{(m-1)}\) until convergence;  

5: Update \(\mathcal{R}_{\text{off}}^{(m)} = \mathcal{R}_{\text{off}}^{(m-1)} \setminus \{(i',k'), (s',k')\} (29)\)  

6: Solve \((P_2)\) until convergence given all binary values: \(a_{i,k}' = b_i' = 1, c_{s,k}' = d_s' = 1, \forall (i',k'), (s',k') \in \mathcal{R}_{\text{off}}^{(m)}\) and \(a_{i,k} = 0, c_{s,k} = 0, \forall (i,k), (s,k) \in \mathcal{R}_{\text{off}}^{(m)}\). If \((P_2)\) is feasible, set \(\pi^{(m)}\) as the value of objective function achieved at the convergence. If not, set \(\pi^{(m)} = \pi^{(0)}\);  

7: until \((P_2)\) starts to be infeasible or it is feasible and \(\pi^{(m)} < \pi^{(m-1)}\);  

Convergence analysis: Algorithm 2 is provably convergent due to two facts. First, the DCA-based algorithm to solve \((P_2)\) is guaranteed to converge as proved in the previous section. Second, the post-processing procedure is executed \(\max\{\{I - 1\}K, \{S - 1\}K\}\) times in the worst case. Hence, the post-processing algorithm mainly consists in solving finite times the problem \((P_2)\) and it converges in finite iterations with a polynomial time computational complexity.  

E. Complexity Analysis  

We now discuss the worst-case per-iteration computational complexity of Algorithms 1 and 2. For Algorithm 1, \((25)\) can be easily rewritten as a second order cone program (SOCP), whose total number of variables is \(KM + 3SK + 1K + K + S + I\) and total number of constraints is \(4SK + 21K + 3K + 2I\). Thus, the worst-case per-iteration computational complexity of Algorithm 1 and accelerated version of Algorithm 1 (ignoring the small orders) can be written as \(O(K^4(M^3 + S^3 + I^3)(S + I))\). Next, we analyze the worst-case per-iteration complexity of Algorithm 2. First, we remark that in the worst case, Algorithm 2 must iteratively solve and update the resulting parameters for the problem \((P_2)\) for \(\max\{\{I - 1\}K, \{S - 1\}K\}\) times. In each step, the worst-case per-iteration complexity of solving \((P_2)\) is \(O(K^4(M^3 + S^3 + I^3)(S + I))\). Therefore, the overall worst-case per-iteration computational complexity of Algorithm 2 \(O(\max\{\{I - 1\}K, \{S - 1\}K\}K^4(M^3 + S^3 + I^3)(S + I))\).  

VI. NUMERICAL RESULTS  

We carry out extensive numerical experiments to evaluate the performance of the proposed algorithms. Unless mentioned otherwise, we employ the parameters in Table II in our simulations, which are taken from [40]–[42]. We set the number of PSs, \(S\) to be equal to the number of UEs, \(K\) to ensure that all UEs’s packets are always served in order to satisfy the worst case of schemes B and C in Section VI-B. We consider a network consisting of \(I\) RRHs which are uniformly located and \(K\) UEs are randomly scattered across the considered network coverage. The path-loss is modelled as \((d/d_i)^{3}\) where \(d_i\) is the distance between the \(i\)th RRH and the \(k\)th UE and \(d_0 = 100\ m\) is the reference distance. For the VM power consumption, we set \(k_\text{s} = 10^{-26}\) and \(\mu_\text{s,k}\) is in cycle/s [31]. In addition, we consider the conversion calculation \(\mu_\text{s,k} \text{ b/s} = (8/1900) \times \mu_\text{s,k} \text{ cycle/s}\) to compute the processing response time for UEs [31]. Throughout our simulations, the accelerated variant of Algorithm 1 is used where \(\xi_k\) and \(\gamma_k\) are both first set to 0.1 in each iteration. Algorithm 1 is terminated when the increase in the objective between two consecutive iterations is less than \(10^{-5}\).
In Fig. 2, we show the convergence of the lower and upper bounds returned by Algorithm BnRnB for \( I = 4 \) and \( K = 3 \). As can be seen, Algorithm BnRnB requires about \( 10^3 \) iterations to compute an optimal solution. Fig. 3 compares the convergence behavior and gains between our proposed low-complexity algorithm (i.e., Algorithm 1), the DB-based WMMSE algorithm in [20], and the zero-forcing (ZF) based heuristic algorithm. Algorithm 1 needs a much smaller number of iterations to converge, compared to the DB-based WMMSE algorithm. As expected, the accelerated version of Algorithm 1 achieves an improved convergence rate due to the reason explained in V-C. Moreover, the convergence of Algorithm 1 combined with the post-processing (i.e., Algorithm 2) is also presented Fig. 3. It is clear that the objective value achieved by Algorithm 1 combined with Algorithm 2 at convergence is very close to the optimal value returned by Algorithm BnRnB. On the other hand, the DB-based WMMSE and ZF based heuristic algorithms converges to a smaller objective compared to that achieved by our proposed algorithms. This demonstrates the superiority of our proposed low-complexity algorithms.

Fig. 4(a) plots the average run time required for the proposed algorithms to obtain the final solution versus \( K \). We observe that the average run time increases with \( K \) which is expected from the complexity analysis presented in Section V-E. Noticeably, Accelerated Algorithm 1 achieves lowest run time to return a solution which is consistent with the results shown in Fig. 3. We also observe that Algorithm 2 is much faster than the DB-based WMMSE algorithm. This again illustrates the effectiveness of our proposed algorithms compared to other existing ones.

To evaluate the time sensitivity of the computed solution from our proposed algorithm, in Figs. 4(b) and 4(c), we plot the cumulative distribution function (CDF) of the EE and each UE’s SINR. The empirical CDFs are obtained as follows. First (16) is solved for a given set of channel realizations using Algorithm 2. The resulting EE and minimum SINR are denoted as the expected EE and \( \Gamma_{\text{min}} \). Then new channel realizations are generated by adding errors to the given channel realizations. The channel errors are drawn from a zero-mean Gaussian distribution with a variance of 0.01. The obtained solution is used to compute the EE and SINRs for these new channel realizations. As shown from Fig. 4(b), 60% of the cases, the achieved EE is equal and larger than the expected EE. Fig. 4(c) also shows that UE 1 and UE 2 achieve the minimum SINR requirement \( \Gamma_{\text{min}} = 6 \) dB for 100% of simulated cases. That number for UE 3 is reduced to 50%. These results are quite positive in terms of the time sensitivity of the solution.

In Fig. 5, we compare the energy efficiency performance of our proposed algorithms with the DB-based WMMSE in [20], SCA-based algorithms in [33], and the ZF based heuristic algorithm, with respect to the maximum fronthaul capacity \( C_i^{\text{FH}} \). Here, we choose \( C_i^{\text{FH}} = C_i^{\text{FH}} \forall i \in \mathcal{I} \). We observe that when \( C_i^{\text{FH}} \) increases, energy efficiency of all methods in comparison increases accordingly. This is because larger fronthaul capacities allows more data to be transported, which requires a smaller number of activated RRHs to serve the demanding UEs and subsequently leads to reduced total power consumption. It is worth mentioning that larger fronthaul capacity promotes more coordination among RRHs so that inter-RRH interference is more effectively managed, and thus improves the overall achievable sum rate. These two factors collectively increase the energy efficiency. However, all the energy efficiency curves saturate at the high fronthaul capacity regime. This can be explained as the multi-user interference always exists despite more cooperation among the RRHs.
**B. Advantages of Proposed Computing Model**

Next we evaluate the performance of our proposed VCRA scheme and the rate-dependent fronthaul power consumption (RDFP) model. The following schemes are compared:

- **Proposed Scheme**: the proposed VCRA scheme and RDFP model are considered, where our proposed method in Algorithm 1 and Algorithm 2 is employed.
- **Scheme A**: the proposed VCRA scheme without the RDFP model is considered, where the SCA-based algorithm in [33] is employed. Instead of using the RDFP model, a linear fronthaul power consumption model in [18], [19] is applied by setting $P_{i}^{\text{FH}} = \sum_{k \in K} a_{i,k} \cdot P_{i,k}^{\text{FH}}$ with $P_{i,k}^{\text{FH}}$ being a fixed power consumption, i.e., $P_{i,k}^{\text{FH}} = 2$ Watts [19], for each data transmission between the $i$th fronthaul link and the $k$th UE.
- **Scheme B**: This scheme considers that the UE’s workload is not split and thus the entire workload of one UE is served by only one VM (c.f., [11], [31]). Additionally, the linear fronthaul power consumption model in Scheme A is applied to this scheme. Here, the DB-based WMMSE combines with reweighted $\ell_1$-norm technique in [20], [43] is employed and greedy algorithm in [31] is used to determine the active RRHs and RRH-UE associations.
- **Scheme C**: no PS switching ON/OFF is considered (which is similar to [11], [32]) and DB-based WMMSE combined with reweighted $\ell_1$-norm technique used in Scheme B is applied.

**Fig. 6**: EE comparison of different algorithms versus $\Lambda$

For this situation, there is an upper bound on the achievable sum rate determined by the wireless interface of the network. Thus increasing more fronthaul capacity provides no benefit to the system performance. It is also shown that our proposed algorithms outperforms the DB-based WMMSE, SCA-based, and ZF based heuristic algorithms in terms of achieved energy efficiency, which again justifies the effectiveness of our proposed methods.

In Fig. 7, the energy efficiency performance of different schemes is studied with respect to the total number of UEs $K$ where $I = 6$. In this figure, we set the UE’s workload arrival rate $\Lambda_k = \Lambda = 0.3$ bps and the delay $D_k = D = 0.5$ seconds, $\forall k \in K$. It is obvious that when $K$ increases, the energy efficiency first increases and then slightly decreases. The fact is that when the UE number increases, the total achievable rate first increases due to the multiuser diversity gain, which leads to an increase in the energy efficiency. However, when $K$ becomes sufficiently large, a large number of RRHs and the PSs need to be activated to coordinate the induced interference. This in turn produces a huge amount of power consumption which subsequently decreases the achieved energy efficiency. Again, the energy efficiency achieved by our Proposed Scheme is much higher than that by Schemes A, B, and C.

**Fig. 7**: EE performance of different algorithms.

In Fig. 8 demonstrates the impact of the joint optimization of virtual computing resource in the cloud and radio resource allocation in the RAN by comparing it with the decoupled optimization problem. Note that we can integrate the coupled and decoupled problem on all the above schemes. It is worth mentioning that the decoupled problem separately optimize each component. For the decoupled problem, to enable the separation between the the virtual computing resource and the radio resource allocation, the cross-layer delay constraint in (C5) are divided into two separated constraints, namely, the
processing delay constraint $\tau_k \leq \frac{D_k}{2}$ and the transmission delay constraint $\frac{1}{\tau_k(w_k - \tau_k)} \leq \frac{D_k}{2}, \forall k \in K$. Then, similar transformations and approximation techniques presented in Section V can be straightforwardly applied to solve this decoupled problem. The numerical results in Fig. 8 are obtained by setting the UEs’ delay requirement to be $D_k = D/\forall k \in K$. From Fig. 8, we can see that the energy efficiency for both the coupled and decoupled schemes increases when $D$ grows. This is because that large delay requirement offers less computing resources which leads to more idle PSs and more power savings. Moreover, it is obvious from Fig. 8 that the coupled design outperforms the decoupled design for each scheme. Furthermore, the joint design applied to our Proposed Scheme achieves better performance than the decoupled one for Schemes A, B, and C, which again verifies the advantages of our Proposed Scheme compared to other known methods in [11], [20], [33], [43].

VII. CONCLUSION

We have considered the joint design of VCRA and radio resource allocation in a limited fronthaul C-RAN under a RDFS model for maximizing the network EE. To solve the formulated problem, we have customized a BnRnB algorithm to search for a globally optimal solution. We have also developed a novel low-complexity and more appealing algorithm which is provably convergent. The proposed method is inspired by the DCA method combined with the Lipschitz continuity concept, approximating the non-convex problem into a sequence of convex quadratic ones, which can be efficiently solved by dedicated convex conic solvers. After solving the continuous relaxation, a post-processing routine is executed to find a high-performance solution which is feasible to the original problem. Numerical results showed that our proposed algorithms converge rapidly and achieve a near-optimal performance as well as outperform the other existing methods. Additionally, we have also numerically demonstrated that the proposed VCRA scheme not only efficiently allocates virtual computing in the BBU pool to process the user’s workload in parallel but also significantly reduces the total power consumption.

VIII. PROOF OF THE EQUIVALENCE OF (9) AND (10)

We prove that the constraints in (10b) and (10d) of problem (10) are hold with equalities at optimality by contradiction. Let $\Theta^* = \{b^*, a^*, c^*, d^*, X^*, \tau^*, w^*, \mu^*, \nu^*, \zeta^*\}$ denote an optimal solution of (10). By contradiction suppose that (10d) is inactive, i.e., $P(d^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$. Then there exists $\nu_0^*$ such that $\nu_0^* > \nu_0^*$ and $P(d^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$. Similarily, we can find $\nu_0^*$ such that $\nu_0^* > \nu_0^*$ and $P(y^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$, meaning that a strictly larger objective can be obtained. Again, this contradicts with the fact that $\Theta^*$ is an optimal solution. Similarly, assume that $R_k(w^*) > \nu_1^*$ for some $k$. We then create a new set of beamformers as $w = [w_1^T, w_2^T, \ldots, w_K^T]^T$ where $w_i^T = w^*_i$ for $i \neq k$ and $w_k^T = \zeta \nu^{\nu_0^*}$ otherwise, for some $0 < \zeta < 1$. Intuitively, the beamforming vector of UE $k$ is scaled down by a factor of $\nu_0^*$ and the beamforming vectors of other UEs remain the same. It is easy to see that there exists $\xi \in (0, 1)$ such that $R_k(w^*) > \nu_1^*$ for all $k$. Note that $\|w\|_2^2 < \|w^*\|_2^2$ and thus $P(d^*, \mu^*, w^*, a^*, b^*, \nu^*) < P(d^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$. Consequently, we can find $\nu_0^*$ such that $\nu_0^* > \nu_0^*$ and $P(y^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$, meaning that a strictly larger objective can be obtained. Again, this contradicts with the fact that $\Theta^*$ is an optimal solution, and thus proves that the constraints in (10b) and (10d) of problem (10) hold with equalities at optimality. As a result, for given optimal solution $\Theta^*$ to (10) we can simply obtain optimal solution $(b^*, a^*, c^*, d^*, X^*, \tau^*, w^*, \mu^*)$ to (9) and the same objective value as that of (10). Similarly, for given optimal solution $(b^*, a^*, c^*, d^*, X^*, \tau^*, w^*, \mu^*)$ to (9), we can easily find a feasible solution $\Theta^*$ to (10) by setting $\nu_0^* = R_k(w^*)$, $1/\nu_0^* = P(d^*, \mu^*, w^*, a^*, b^*, \nu^*)$, and $D_k - \tau_k^* \geq \zeta^* \geq 1/\nu_0^* - \zeta_k$ for all $k \in K$ that achieves the same objective value as that of (9).

IX. CALCULATION OF BOX $\mathcal{V}$

The values of $\nu = \{\nu_0, \nu_1, \ldots, \nu_K\}$ and $\mathcal{V} = \{\nu_0, \nu_1, \ldots, \nu_K\}$ can be computed as follows. From (10c), it holds that $\nu_k \geq \log(1 + \Gamma_k^{(a)}) = \mu_k \forall k \in K$. Moreover, we have

$$\nu_k \leq \log \left(1 + \frac{\frac{1}{2} \sigma_k^2}{\sigma_0^2} \right) \leq \log \left(1 + I \times \max \left\{\frac{\|h_k\|^2}{\sigma_0^2} \right\} \right) = \nu_k \forall k \in K. \quad (30)$$

Fig. 7. EE comparison of different algorithms versus $K$.

Fig. 8. EE comparison of different schemes versus $D$. We prove that the constraints in (10b) and (10d) of problem (10) are hold with equalities at optimality by contradiction. Let $\Theta^* = \{b^*, a^*, c^*, d^*, X^*, \tau^*, w^*, \mu^*, \nu^*, \zeta^*\}$ denote an optimal solution of (10). By contradiction suppose that (10d) is inactive, i.e., $P(d^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$. Then there exists $\nu_0^*$ such that $\nu_0^* > \nu_0^*$ and $P(d^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$. Consequently, we can find $\nu_0^*$ such that $\nu_0^* > \nu_0^*$ and $P(y^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$, meaning that a strictly larger objective can be obtained. Again, this contradicts with the fact that $\Theta^*$ is an optimal solution. Similarly, assume that $R_k(w^*) > \nu_1^*$ for some $k$. We then create a new set of beamformers as $w = [w_1^T, w_2^T, \ldots, w_K^T]^T$ where $w_i^T = w^*_i$ for $i \neq k$ and $w_k^T = \zeta \nu^{\nu_0^*}$ otherwise, for some $0 < \zeta < 1$. Intuitively, the beamforming vector of UE $k$ is scaled down by a factor of $\nu_0^*$ and the beamforming vectors of other UEs remain the same. It is easy to see that there exists $\xi \in (0, 1)$ such that $R_k(w^*) > \nu_1^*$ for all $k$. Note that $\|w\|_2^2 < \|w^*\|_2^2$ and thus $P(d^*, \mu^*, w^*, a^*, b^*, \nu^*) < P(d^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$. Consequently, we can find $\nu_0^*$ such that $\nu_0^* > \nu_0^*$ and $P(y^*, \mu^*, w^*, a^*, b^*, \nu^*) < 1/\nu_0^*$, meaning that a strictly larger objective can be obtained. Again, this contradicts with the fact that $\Theta^*$ is an optimal solution, and thus proves that the constraints in (10b) and (10d) of problem (10) hold with equalities at optimality. As a result, for given optimal solution $\Theta^*$ to (10) we can simply obtain optimal solution $(b^*, a^*, c^*, d^*, X^*, \tau^*, w^*, \mu^*)$ to (9) and the same objective value as that of (10). Similarly, for given optimal solution $(b^*, a^*, c^*, d^*, X^*, \tau^*, w^*, \mu^*)$ to (9), we can easily find a feasible solution $\Theta^*$ to (10) by setting $\nu_0^* = R_k(w^*)$, $1/\nu_0^* = P(d^*, \mu^*, w^*, a^*, b^*, \nu^*)$, and $D_k - \tau_k^* \geq \zeta^* \geq 1/\nu_0^* - \zeta_k$ for all $k \in K$ that achieves the same objective value as that of (9).

IX. CALCULATION OF BOX $\mathcal{V}$

The values of $\nu = \{\nu_0, \nu_1, \ldots, \nu_K\}$ and $\mathcal{V} = \{\nu_0, \nu_1, \ldots, \nu_K\}$ can be computed as follows. From (10c), it holds that $\nu_k \geq \log(1 + \Gamma_k^{(a)}) = \mu_k \forall k \in K$. Moreover, we have

$$\nu_k \leq \log \left(1 + \frac{\frac{1}{2} \sigma_k^2}{\sigma_0^2} \right) \leq \log \left(1 + I \times \max \left\{\frac{\|h_k\|^2}{\sigma_0^2} \right\} \right) = \nu_k \forall k \in K. \quad (30)$$
where (a) is due to omitting the inter-user interference, (b) is by applying Cauchy-Schwarz inequality to have $|\mathbf{h}_k^H \mathbf{w}_k|^2 \leq |\mathbf{h}_k|^2 \cdot |\mathbf{w}_k|^2 \leq P_{\text{max}}^2 |\mathbf{h}_k|^2$. Similarly, an upper bound and lower bound of $\nu_0$ can be obtained by $\nu_0 \geq 0 = \frac{1}{\mathcal{P}_I} \leq \nu_0 \leq \frac{1}{\mathcal{P}_I} + \frac{1}{\mathcal{P}_I} + \sum_{\kappa \in \mathcal{S}} (P_{\text{PS}} + \kappa \sigma_s^2)$. Let us rewrite

**X. PROOF OF LEMMA 2**

In this section, we show that $\xi_k$ in Lemma 2 is a Lipschitz constant of $\nabla R_k(w)$, which is then used to prove Lemma 2. Since there is a mapping rule from a complex-valued vector into a real domain and also due to the space limitation, we will treat $\mathbf{w}$ as a real-valued vector in the following. For ease of mathematical presentation, let us rewrite $R_k(w)$ as

$$R_k(w) = \log (\sigma_0^2 + \mathbf{w}^H \mathbf{H}_k \mathbf{w}) - \log (\sigma_0^2 + \mathbf{w}^H \mathbf{G}_k \mathbf{w}),$$

where $\mathbf{H}_k = \mathbf{h}_k \mathbf{h}_k^H$, $\mathbf{H}_k = \text{blkdiag} (\mathbf{H}_k, \ldots, \mathbf{H}_k)$, and $\mathbf{G}_k = \text{blkdiag}(\mathbf{H}_k, \ldots, \mathbf{0}, \ldots, \mathbf{H}_k)$. Then the gradient of $R_k(w)$ is given by

$$\nabla R_k(w) = \frac{2 \mathbf{w}^H \mathbf{H}_k}{\mathbf{w}^H \mathbf{H}_k \mathbf{w} + \sigma_0^2} - \frac{2 \mathbf{w}^H \mathbf{G}_k}{\mathbf{w}^H \mathbf{G}_k \mathbf{w} + \sigma_0^2},$$

where $h_1(w) = 2 \mathbf{w}^H \mathbf{H}_k h_2(w) = g_1(w) g_2(w)$.

By using (31), we find that $h_1(w)$ is a Lipschitz constant of $R_k(w)$ as

$$\|h_1(w) - h_1(\bar{w})\|_2 = \|\mathbf{H}_k^H \mathbf{w} - \mathbf{H}_k^H \bar{w}\|_2 \leq \|\mathbf{H}_k^H \mathbf{w} + \sigma_0^2\| \cdot \|\mathbf{H}_k^H \mathbf{w} - \sigma_0^2\|_2.$$
Combining (41), (52), (53d) and (56c) we obtain

\[
\begin{align*}
\leq 2 \left( \left\| 2w^H H_k w + \sigma_0^2 \right\|^2 + \left\| 2w^H G_k \right\|^2 \right) \\
\leq 4 \left( \left\| w^H H_k w \right\|^2 + \left\| w^H G_k \right\|^2 \right) \\
\leq 4 \left( \left\| H_k \right\|^2 + \left\| G_k \right\|^2 \right) \left\| w \right\|^2
\end{align*}
\]

(53b)

(53c)

(53d)

We now study the Lipschitz continuity of \( R_k(w) \). To this end we will show that the function \( \log(1+x) \) for \( x \geq 0 \) is Lipschitz continuous with a Lipschitz constant of 1. That is, for \( u \geq 0 \) and \( v \geq 0 \),\n
\[
\log(1+u) - \log(1+v) \leq u - v \tag{54}
\]

(54)

(55a)

(55b)

(55c)

(55d)

(55e)

(55f)

 Applying (54) results in

\[
\begin{align*}
(R_k(w) - R_k(\bar{w}))^2 &\leq 2w^H H_k \bar{w} - w^H H_k w + w^H H_k w - w^H H_k \bar{w} + \\
&\leq 4w^H H_k \bar{w} + 4w^H H_k \bar{w} + 4w^H H_k \bar{w}
\end{align*}
\]

(56a)

(56b)

(56c)

(56d)

(56e)

(56f)

Combining (41), (52), and (56c) we obtain

\[
\left\| \nabla_i R_k(w) - \nabla_i R_k(\bar{w}) \right\|_2 \leq \gamma_k \sqrt{\left\| \frac{a_{i,k}}{R_k(w)} - \frac{a_{i,k}}{R_k(\bar{w})} \right\|^2}
\]

(57)

where

\[
\gamma_k = \sqrt{2c^2 + 8 \left( \left\| H_k \right\|^2 + \left\| G_k \right\|^2 \right) P^2}
\]

(58)

This completes the proof.
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