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Abstract

Where active learning with uncertainty sampling is used to generate training sets for classification applications, it is sensible to use the same type of classifier to select the most informative training examples as the type of classifier that will be used in the final classification application. There are scenarios, however, where this might not be possible, for example due to computational complexity. Such scenarios give rise to the reusability problem—are the training examples deemed most informative by one classifier type necessarily as informative for a different classifier types? This paper describes a novel exploration of the reusability problem in text classification scenarios. We measure the impact of using different classifier types in the active learning process and in the classification applications that use the results of active learning. We perform experiments on four different text classification problems, using the three classifier types most commonly used for text classification. We find that the reusability problem is a significant issue in text classification; that, if possible, the same classifier type should be used both in the application and during the active learning process; and that, if the ultimate classifier type is unknown, support vector machines should be used in active learning to maximise reusability.
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1. Introduction

Automated text classification (or text categorisation) (Yang, 1999) is the task of automatically assigning predefined categories to textual documents based on their contents. Spam filtering (Drucker et al., 1999) applications that sift through a user’s incoming emails and identify those that are unsolicited, unwanted or inappropriate – those that are considered spam to the user – are a typical example. Another example is sentiment analysis (Pang et al., 2002) which aims to assist in the evaluation of documents – such as product reviews – by determining their overall sentiment (positive or negative). The relatively recent explosion of textual data from sources such as social network feeds and micro-blogging posts, on top of the already voluminous older sources such as SMS messages, online news articles, and blogs has made text classification an especially important problem within the machine learning community.

Text classification systems typically employ supervised learning approaches (Joachims, 1999; Yang & Liu, 1999) and, so, are reliant on the quality of the labelled historic datasets used to train them. Without a good dataset it is difficult to build an accurate classifier. Unfortunately, generating quality datasets usually requires manual labelling which is a time-consuming and, because experts are usually involved, expensive task. This can be a real barrier to the creation of classification systems but, fortunately, is not an insurmountable problem. Active learning (AL) (see Settles, 2009, for a review) is an iterative, semi-supervised learning process that can be used to build high-performance classifiers or labelled datasets by selecting only the most informative examples from a larger unlabelled dataset for labelling by an oracle (normally a human expert) and using these to train a classifier or infer the labels for the remainder of the unlabelled data. Previous work (Lewis & Catlett, 1994; Tong & Koller, 2001; Yu et al., 2008) has shown that active learning can reduce the number of labelled examples needed to build an accurate text classifier by as much as 90% and, so, makes feasible the prospect of building text classification systems that would otherwise require prohibitively expensive amounts of manual data labelling.

The key consideration in active learning is the design of selection strategies that select the most informative examples that will be presented to the oracle for labelling. Uncertainty sampling (Cohn et al., 1994, 1996; Lewis
& Gale, 1994; Tong & Koller, 2001) is the most commonly used selection strategy. When uncertainty sampling is used in active learning, each time new examples are labeled by the oracle a classifier is trained using these and all of the other examples labeled so far. This classifier is used to classify the remaining unlabelled examples and the certainties associated with these classifications is recorded. The examples with the lowest certainties associated with their classification are then presented for labelling and the process repeats until the maximum number of labels offered by the oracle is reached or some other stopping criteria has been met.

In many instances the classification algorithm used in the uncertainty sampling process is the same as the classification algorithm that will ultimately be used in the text categorisation system being constructed. Sometimes, however, the classification algorithm required for the final text categorisation system is not suitable for use in uncertainty sampling, or vice versa, and so the classification algorithms used will be different. There are a number of reasons that this scenario can arise including (i) that a classification algorithm might be too computationally expensive for use in an active learning selection strategy; (ii) that a text classification application might have particular classification algorithm requirements such as a capacity for explanation; or (iii) that the final form of the text classification system is not known at the time a labelled training set is created using active learning. This scenario gives rise to the **reusability problem** (Baldridge & Osborne, 2004; Tomanek et al., 2007): “is a set of labelled examples that is deemed most informative using one classification algorithm necessarily informative for another classification algorithm?”

While the reusability problem has been studied before – Tomanek & Ols-son (2009) go so far as to suggest that the reusability problem is a barrier to the widespread adoption of active learning – there is no detailed, formal analysis of the problem in the context of text classification in the literature. This article presents such an analysis. Using the classification algorithms most commonly used in text classification, we consider the suitability of different pairs of classification algorithms used to select examples during active learning and then to perform classification in a resulting text classification application. We consider the following questions:

**Q1:** Does the reusability problem exist?

**Q2:** Does a homogeneous system in which the same classification algorithm
is used for both uncertainty sampling in active learning and the final
text classification application always perform best?

Q3: Are there text classification algorithms that are particularly well suited
to active learning selection regardless of the algorithms that will be
used in final text classification applications?

Q4: Are there text classification algorithms that are particularly well suited
to text classification applications built using data generated using ac-
tive learning?

Based on the analyses of the questions listed above recommendations are
made for the use of active learning in text classification. Ancillary issues
such as computational efficiency are also considered.

The structure of this article is as follows. Section 2 first presents a com-
prehensive review of active learning and the reusability problem. Section 3
describes the methodology used in our experiments. Section 4 presents the
evaluation performed to address the questions outlined above. Finally, Sec-
tion 5 presents a set of recommendations based on this evaluation and dis-
cribes the directions in which the work will be taken in the future.

2. Related Work

Active learning first garnered serious research attention in the 1980s (An-
gluin, 1988) and since then has remained a vibrant research area. Active
learning is widely used in situations where there are vast amounts of un-
labelled data available (e.g. classification of astrophysical data (Schneider,
2009), image classification (Tong & Chang, 2001), natural language process-
ing (Baldridge & Osborne, 2004) and text classification (Nigam & McCallum,
1998)) or where labelled training examples are expensive or time consuming
to obtain (e.g. bioinformatics (Cebron & Berthold, 2006) or medical applica-
tions (Warmuth et al., 2003)). Although there are other approaches (active
learning with membership queries (Angluin, 1988), and stream-based active
learning (Freund et al., 1997; Chu et al., 2011; Lughofer, 2012b)), pool-based
active learning is by far the most common approach to active learning (par-
ticularly when active learning is applied to text classification problems (Lewis
& Gale, 1994; Nigam & McCallum, 1998; Tong & Koller, 2001)) and is the
approach considered in this work.
Pool-based active learning assumes that the learner has access to a large pool of unlabelled examples from the beginning of the process. The goal is to build either an effective classifier or a fully labelled dataset (which will be most likely used at some point to train a classifier) by labelling only a small subset of the examples in the pool. This is achieved by selecting those examples from the unlabelled pool that are deemed to be most informative for labelling by an oracle (typically a human expert). Figure 1 shows a flow-chart of the active learning process. After an initialisation step, the informativeness of each example in the pool is ranked and those deemed most informative are selected for labelling by the oracle. The informativeness ranking of each unlabelled example is then updated and the process is repeated until some stopping criterion has been met.

![Flow-chart of the pool-based active learning process.](image)

The key elements of the pool-based active learning process can be more formally modelled as a quintuple: $<\mathcal{S}, \mathcal{O}, \mathcal{L}, \mathcal{U}, SC>$ (Baram et al., 2004). A small set of seeded examples, $\mathcal{L}$, that are labelled by an oracle, $\mathcal{O}$, is used to initialise a selection strategy, $\mathcal{S}$. The selection strategy first involves assigning each member of the unlabelled pool, $\mathcal{U}$, a value indicating how informative a label for that example would be to the active learning process. The examples for which labels are deemed most informative are then selected
for presentation to the oracle, $O$, for labelling. The labelled examples are removed from the pool, $U$, and added to the set of labelled examples, $L$, and the informativeness values associated with each unlabelled example in $U$ are updated. The process repeats as long as the oracle will continue to provide labels, or until some other stopping criterion, $SC$, is reached. The final labelled set is then typically used to build a classifier. This classifier itself can be the output of the active learning process or, alternatively, it can be used to label the remainder of the examples in the unlabelled pool with this completely labelled set then becoming the output of the process.

An algorithm for a generic pool-based active learning system is shown in Algorithm 1.

**Algorithm 1**: A generic pool-based active learning algorithm.

**Input**: An initial training set $L$, an unlabelled pool $U$, a selection strategy $S$, a stopping criterion $SC$, a batch size $b$

**Output**: A labelled set or a classifier trained on the labelled set

while $SC$ is not met do

\[ Selected = \emptyset; \]

For each unlabelled example, assign a value to indicate its informativeness;

Choose $b$ most informative examples using $S$;

Add the $b$ examples to $Selected$;

Label each example $x_i \in Selected$;

$L = L \cup Selected$, $U = U / Selected$;

end

There are three main questions in designing an active learning system:

1. How should the initial training set be selected?
2. What stopping criterion should be employed?
3. What is the best selection strategy to use?

Constructing the initial training set is often achieved by selecting a small number of examples from the unlabelled pool at random. This, however, ignores an opportunity to seed the process in a targeted way. It has been shown that this can be achieved by applying a clustering algorithm to the unlabelled pool and selecting the resulting cluster centres as the examples to seed the AL process (Zhu et al., 2008; Nguyen & Smeulders, 2004; Kang
et al., 2004; Lughhofer, 2012a). Furthermore, it has been shown that deterministic clustering approaches, such as agglomerative hierarchical clustering (Voorhees, 1986) are most effective in this regard (Hu et al., 2010b).

Choosing when to stop the active learning process is most often simply dictated by the number of labels an oracle will provide (Novak et al., 2006) (often referred to as a label budget). There are, however, other approaches based on performance achieved on a hold-out test set (Campbell et al., 2000), although these suffer from the difficulty of getting labelled examples which necessitates the use of active learning in the first place. Some other promising approaches are based on the characteristics of a classifier (Schohn & Cohn, 2000; Ertekin et al., 2007; Schohn & Cohn, 2000) built using the examples labelled so far or its classifications on the unlabelled pool (Vlachos, 2008; Laws & Schütze, 2008; Zhu et al., 2010).

Active learning selection strategies can be categorised as exploration-based (also referred to as unsupervised) or exploitation-based (also referred to as supervised). Exploration-based selection strategies focus on properties of the unlabelled examples themselves and select examples for labelling based on these properties. For example, an exploration-based selection strategy might select examples from dense regions of the example space in order to label the most representative examples (Donmez et al., 2007; Dasgupta & Hsu, 2008); or alternatively might select examples distant from the current labelled set with the aim of sampling wider, potentially more interesting, areas of the example space (Baram et al., 2004); or use a combination of these two approaches (Hu et al., 2010a, 2009). The evaluations presented in this article focus on exploitation-based (or supervised) selection strategies and so a deeper discussion of exploration-based (or unsupervised) approaches is beyond the scope of this article (a good review can be found in (Hu et al., 2010a)).

Exploitation-based selection strategies build a model using those examples labelled by the oracle so far in the active learning process, and exploit this model to select the next batch of examples for labelling. Uncertainty sampling is the most widely used exploitation-based selection strategy in text classification (Lewis & Gale, 1994; Tong & Koller, 2001; Raghavan et al., 2006; Segal et al., 2006).

In uncertainty sampling a ranking classifier\(^1\) (e.g. k-nearest neighbour,
naïve Bayes or support vector machine), trained using the examples labelled so far, is used to classify the unlabelled examples in the pool. The output of the ranking classifier is then used as a measure of the uncertainty of each classification, and those examples for which classifications are least certain are selected for labelling by the oracle. By focusing on uncertain classifications uncertainty sampling focuses on labelling examples near the current classification boundary so as to fine-tune this boundary.

While uncertainty sampling is the most commonly used exploitation-based active learning selection strategy, particularly for text classification, there are other useful approaches. Query-by-committee (QBC) (H.S. Seung et al., 1992) selects examples based on disagreement within a committee of classifiers, while the estimated error reduction framework (Roy & McCallum, 2001) estimates the expected future error due to the labelling of some unlabelled example and then selects the example that generates the lowest expected error. The evaluations presented in this work all use uncertainty sampling.

Before leaving the discussion of selection strategies it is worth noting that exploitation-based and exploration-based approaches have been combined into hybrid approaches that seek to benefit from the best aspects of both (e.g. (Xu et al., 2003, 2007; Cebron & Berthold, 2008)).

It is the use of a classifier by exploitation-based selection strategies in active learning that gives rise to the reusability problem. Tomanek (2010) uses the term foreign selection to refer to a scenario in which a set of examples, labelled using an active learning process that uses a classifier $C_i$, is used to train another classifier $C_j$ where $C_i \neq C_j$. Tomanek (2010) refers to $C_i$ as a selector and $C_j$ as a consumer. Foreign selection is contrasted with self selection in which $C_i = C_j$.

Foreign selection may happen in the scenario where a cheap, efficient classifier is required in the active learning selection strategy, but the resulting labelled examples are used to train another, more computationally expensive classifier. Foreign selection may also arise when the type of classifier to be trained on the output of the active learning process is unknown at the time that the active learning process takes place. In these terms we can state the

that it makes. For binary classification problems, like those studied in this article, these scores are typically in the range $[0, 1]$ where 0 indicates an almost certain classification of the negative class and 1 indicates an almost certain classification of the positive class. Scores in the region of 0.5 indicate a large degree of uncertainty about a classification.
reusability problem as (Baldridge & Osborne, 2004; Tomanek et al., 2007): will the examples deemed most informative for a selector classifier be the best examples to ultimately train a consumer classifier? The reusability problem has been cited as one of the main barriers to the widespread adoption of active learning (Tomanek & Olsson, 2009).

One of the earliest works in reusability (Lewis & Catlett, 1994) described a scenario in which a highly efficient probabilistic classifier selects examples for training a decision tree classifier. Experimental results showed that labelled training examples from the first classifier could be used to successfully train the second classifier and achieve better performance than if the training examples were selected at random. Later work, however, has contradicted this result. For example, Baldridge & Osborne (2004) used an ensemble-based active learning method for creating labelled data for head-driven phrase structure grammar (HPSG) parse selection, and showed that sample reuse was worse than random sampling. These types of contradictory findings have renewed interest in the reusability problem.

The most comprehensive work to date on reusability is by Tomanek & Morik (2010), who systematically investigated the reusability problem for uncertainty sampling on general classification problems, as well as on named entity recognition problems (an important task in natural language processing). The following conclusions were drawn:

- **R1**: Labelled examples obtained by active learning with a particular classifier are generally reusable by another classifier.

- **R2**: For a particular classifier $C_j$, that is trained on a set of labelled examples from an active learning process based on a classifier $C_i$, the performance of self-selection, where $C_i = C_j$, is occasionally bettered by foreign-selection, where $C_i \neq C_j$.

- **R3**: In the case of foreign-selection, no conclusion can be drawn about combinations of selectors and consumers that generally work well together.

- **R4**: A high degree of model similarity between the selector classifier and the consumer classifier often leads to high reusability, but low model similarity does not necessarily imply a low level of reusability.

- **R5**: Neither the distributional similarity nor the similarity of feature ranking of labelled examples can explain reusability.
In this work we will seek to build on these conclusions and make concrete recommendations with regard to the classifier types that should be used as selectors and consumers in active learning based text classification scenarios. The following section will describe the experimental methodology we have used to examine the performance of a range of selector and consumer classifier pairs on a selection of text classification problems.

3. Experimental Methodology

This section will describe the experimental methodology used in the evaluation experiments described in this article. In particular we will describe the evaluation measures used, the datasets used and the experimental setup.

3.1. Evaluation Measures

There are a number of different quantitative approaches to evaluating active learning (see Schütze et al. (2006) for a good overview). In classification settings fully labelled datasets are usually used to simulate the active learning process in order to perform evaluations, and performance may be measured at the completion of the process using measures common in general classification research, e.g. generalisation accuracy (or error) (Andrew et al., 2005), F-measure (Ando & Zhang, 2005) or precision-recall break-even point (PRBEP) (Tong & Koller, 2001).

Fully evaluating an active learning system, however, requires a more detailed analysis of the process of labelling a dataset, rather than simply the end result. For this reason, learning curves (for an example see Figure 2(a)) are widely used to monitor the progress of the active learning process in terms of classifier performance. Usually a learning curve is plotted with the number of labels given by the oracle on the x-axis and a performance measure on the y-axis (see Tong & Koller, 2001; Schohn & Cohn, 2000; Roy & McCallum, 2001, for examples). From the learning curve a global assessment score, such as the area under the learning curve (AULC), for an active learning approach can be calculated. One example of this can be seen in (Guyon et al., 2010) where the learning curve plots the area under the ROC curve (AUC) on the y-axis, as a function of the number of labels queried so far in the process on the x-axis. Other approaches include deficiency (Baram et al., 2004) and efficiency (Raghavan et al., 2006) which are defined in terms of classification performance (accuracy and F1 measure respectively) to measure the learning rate of an active learner.
Time performance has also been used to measure the efficiency of active learning algorithms, as timely performance is important in making active learning applications practically feasible. Hoi et al. (2009) measures the average CPU time needed to label one example. Segal et al. (2006) examined the CPU time needed to achieve some particular goal (e.g., accuracy). Probst & Ghani (2007) reported the time needed to wait between active learning interactions.

Tomanek & Morik (2010) proposed a measure of REUsability (REU) which measures the percentage decrease of the active learning self-selection sampling efficiency by active learning foreign-selection relative to the baseline random sampling scenario. REU is calculated based on AULC scores in a learning stage starting from a number of \(a\) labelled examples and ending with a number of \(b\) examples on the \(x\)-axis (an interval \([a, b]\)). In order to make the REU score meaningful, however, two assumptions are necessary. The first is that self-selection would constitute the upper efficiency bound for foreign-selection. The second is that the baseline selection strategy would constitute the lower bound for foreign-selection. Unfortunately, these two assumptions do not always hold in practical applications and, furthermore, there is a problem in using random sampling as the baseline since it introduces an element of non-determinism into experiments.

For these reasons we do not use REU in our experiments. Instead, we directly use the area under the learning curve (AULC) to evaluate active learning approaches, where our learning curves plot the generalisation accuracy on a hold-out test set of a classifier built using the examples labelled so far. We also compare performances based on the processing time required for each selector.

### 3.2. Datasets

Seven balanced, textual, binary classification datasets are used in our evaluations. These include a spam dataset that contains emails classified as spam and non-spam (Delany et al., 2005); four datasets in which newsgroup posts are classified into one of two distinct topics derived from the widely used 20-Newsgroup collection\(^2\); a dataset from the Reuters collection\(^3\) in which articles on two different subjects are distinguished; and a dataset derived


\(^3\)Available from: [http://www.daviddlew.com/resources/testcollections/reuters21578/](http://www.daviddlew.com/resources/testcollections/reuters21578/)
from the RCV1 collection (Rose et al., 2002) which also distinguishes between different topics. Each document is tokenised and represented as a vector of words where the feature values represent the frequency of occurrence of the word. Before tokenisation, the words in each document are stemmed using Porter stemming (Porter, 1980) and stop-words are removed using a common English stop-words list. In addition, document frequency reduction is used where words that occur in less than three documents are removed. For classifiers other than naïve Bayes (i.e. the SVM classifier or the k-NN classifier) the term vectors are normalised to unit length. The properties of each dataset are shown in Table 1. This table also indicates the topics used in the datasets derived from the 20-Newsgroup, Reuters and RCV1 collections.

Table 1: Details of the datasets used in our evaluation experiments.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>topics</th>
<th>#examples</th>
<th>#features</th>
</tr>
</thead>
<tbody>
<tr>
<td>20NG-WinXwin</td>
<td>comp.os.ms-windows.misc vs. comp.windows.x</td>
<td>1,945</td>
<td>16,633</td>
</tr>
<tr>
<td>20NG-Comp</td>
<td>comp.sys.ibm.pc.hardware vs. comp.sys.mac.hardware</td>
<td>1,943</td>
<td>13,808</td>
</tr>
<tr>
<td>20NG-Talk</td>
<td>talk.religion.misc vs. alt.atheism</td>
<td>1,427</td>
<td>14,160</td>
</tr>
<tr>
<td>20NG-Vehicle</td>
<td>rec.autos vs. rec.motorcycles</td>
<td>1,984</td>
<td>14,470</td>
</tr>
<tr>
<td>Reuters</td>
<td>acq vs. earn</td>
<td>1,804</td>
<td>7,404</td>
</tr>
<tr>
<td>RCV1</td>
<td>g151 vs. g158</td>
<td>2,000</td>
<td>10,928</td>
</tr>
<tr>
<td>Spam</td>
<td>spam vs. non-spam</td>
<td>1,000</td>
<td>29,985</td>
</tr>
</tbody>
</table>

3.3. Experimental Setup

The experiments performed essentially compare the performance of different selector and consumer pairs when used in active learning on each of the seven datasets described in the previous section. To ensure the validity of our results each single experiment run (i.e. a particular selector/consumer pair and dataset) is repeated five times using different randomly selected hold-out sets (a form of k-fold cross validation) and average results are reported. On each run the examples in the hold-out test set are not used in the active learning process itself.

In all of the experiments the same active learning process is used. For each pool, as in Hu et al. (2010b), an initial training set containing 10 seed examples is selected using agglomerative hierarchical clustering (Voorhees,
1986). The same initial training set is used in each experiment which uses that pool. In each run of the experiments, a selector is used to determine the examples to select from the pool and present for labelling, then a consumer is trained on the resulting labelled examples and tested on the hold-out test set. The predictions made by the consumer are compared with the actual labels and the accuracy is recorded. This process is repeated until a label budget of 500 labels expires. As the datasets used in the evaluations are fully labelled, the labelling process can be simulated without the need for an actual human oracle. Using the accuracy recorded after each manual labelling, a learning curve is constructed to plot the accuracy on the y-axis as a function of the number of labels provided on the x-axis (for an example see Figure 2(a)). The area under the learning curve (AULC) score is then used to measure the overall performance.

The classifiers used in this study are: a $k$-nearest neighbour ($k$-NN) classifier (where $k$ is always set to five) that uses cosine similarity and distance weighted majority voting; a support vector machine (SVM) classifier using a linear kernel; and a multinomial naïve Bayes classifier. These three classifiers were chosen as they are the most common approaches used for text classification tasks. Parameters for all classifiers (e.g. the value of $k$ for the $k$-nearest neighbour classifier) were kept consistent across all experiments described in this article so as to reduce variability across experiments, and because (although it is possible) it is very difficult to reliably optimise parameters for the selector classifiers since they are working predominantly with unlabelled data.

As in Tomanek & Morik (2010), when the naïve Bayes classifier is used as a selector the uncertainty of an example $x$ is defined as:

\[
\text{uncertainty}(x) = 1 - |p(x \in \text{class1}) - p(x \in \text{class2})| \tag{1}
\]

where $p(x \in \text{class1})$ and $p(x \in \text{class2})$ are the outputs of the naïve Bayes classifier.

For the SVM selector, following previous work by Tong & Koller (2001), the uncertainty of an example is defined as its distance from the separating hyperplane. In other words, examples that are closer to the hyperplane are more uncertain than those that are further away.

For the $k$-NN selector, following work presented by Hu et al. (2008), a
ranking score \( r(x) \) is defined as:

\[
r(x) = \frac{\sum_{1 \leq i \leq k, NN_i(x) \in class_1} Sim(x, NN_i(x))}{\sum_{1 \leq i \leq k} Sim(x, NN_i(x))}
\]

where \( NN_i(x) \) is the \( i \)th nearest neighbour of \( x \), and \( Sim(x, y) \) is the cosine similarity between examples \( x \) and \( y \). Examples with ranking scores closest to 0.5 (complete uncertainty) are selected for labelling first.

4. Evaluation

In Section 1 we summarised the focus of this article in a list of 4 key research questions (Q1, Q2, Q3, and Q4). The evaluations presented in this section are designed to answer these questions. Furthermore, questions Q3 and Q4 will be further broken down so as to identify the best classifier used to select examples to label through active learning (i.e. the best selector) and the best classifier to be trained on a labelled training set which has been obtained using active learning methods (i.e. the best consumer). More precisely, the following four questions will be answered:

Q3a: If the consumer is known, which selector should be used?

Q3b: If the consumer is unknown, which selector should be used?

Q4a: If the selector is known, which consumer should be used?

Q4b: If the selector is unknown, which consumer should be used?

When trying to identify the best selector, i.e. to answer Q3a and Q3b, the terms self-selection and foreign-selection are used, following Tomanek & Morik (2010). Self-selection refers to the scenario where the same type of classifier is used as the selector during the active learning process as that used to consume the resulting labelled dataset. In contrast, foreign-selection refers to a scenario where the classifier used as the selector during active learning and the classifier used to consume the resulting dataset are different. When trying to identify the best consumer, i.e. to answer Q4a and Q4b, we use the terms self-reuse and foreign-reuse which have similar meanings to self-selection and foreign-selection.
4.1. Does the Reusability Problem Exist?

Figures 2 to 8 show the learning curves for the naïve Bayes, support vector machine and \( k \)-nearest neighbour consumers paired with the naïve Bayes, support vector machine, \( k \)-nearest neighbour and random selectors on each of the 7 datasets used in this study. The random sampling selector (S_RS), which randomly selects examples to label, is included as a baseline measure. We run the random sampling five times and report the averaged accuracy of the five runs. Note that in all learning curves the vertical axes are magnified to improve legibility.

As can be seen from these figures, for both the naïve Bayes and SVM consumers, the learning curve of self-selection dominates those of foreign-selection and random selection for all datasets. This indicates that self-selection performs better than foreign-selection and random selection for these consumer classifiers. For the \( k \)-NN consumer, self-selection outperforms foreign-selection on four out of seven datasets (20NG-WinXwin, 20NG-Vehicle, Reuters-1804 and RCV1-2000) which confirms one of the findings from Tomanek & Morik that self-selection is occasionally outperformed by foreign-selection.

In order to analyse these results in more detail, we calculated AULC scores for all experiments. Table 2 shows the AULC scores for the four selectors when different consumers are trained on the active learning selected examples on the seven datasets. The AULC score of the best selector is highlighted in bold. The letters in parentheses indicate whether the best selector for a particular consumer is a situation of self-selection (s) or foreign-selection (f) (the use of random selection is considered an instance of foreign selection).

![Learning curves for different consumers](image)

Figure 2: Learning curves of three consumers with different selectors (as shown in legend) on the 20NG-WinXwin dataset.
Figure 3: Learning curves of three consumers with different selectors (as shown in legend) on the 20NG-Comp dataset.

Figure 4: Learning curves of three consumers with different selectors (as shown in legend) on the 20NG-Talk dataset.

Figure 5: Learning curves of three consumers with different selectors (as shown in legend) on the 20NG-Vehicle dataset.
Figure 6: Learning curves of three consumers with different selectors (as shown in legend) on the Reuters-1804 dataset.

Figure 7: Learning curves of three consumers with different selectors (as shown in legend) on the RCV1-2000 dataset.

Figure 8: Learning curves of three consumers with different selectors (as shown in legend) on the Spam-1000 dataset.
Table 2: Results for identifying the best selector. The AULC score of the best selector is highlighted in bold, and letters in parentheses indicate that the best selector is in a situation of self-selection (s) or foreign-selection (f) (the use of random selection is considered an instance of foreign selection). Cases in which a selection strategy is outperformed by random selection are highlighted using italics.

<table>
<thead>
<tr>
<th></th>
<th>NB Consumer</th>
<th>k-NN Consumer</th>
<th>SVM Consumer</th>
<th>RS Consumer</th>
</tr>
</thead>
<tbody>
<tr>
<td>20NG-WinXwin</td>
<td>458.5(s)</td>
<td>441.4(s)</td>
<td>451.3</td>
<td>443.7</td>
</tr>
<tr>
<td>20NG-Comp</td>
<td>429.6(s)</td>
<td>413.6(s)</td>
<td>426.6</td>
<td>421.9</td>
</tr>
<tr>
<td>20NG-Talk</td>
<td>447.3(s)</td>
<td>430.6</td>
<td>439.5</td>
<td>425.4</td>
</tr>
<tr>
<td>20NG-Vehicle</td>
<td>470.3(s)</td>
<td>459.2</td>
<td>467.1</td>
<td>461.2</td>
</tr>
<tr>
<td>Reuters-1804</td>
<td>488.8(s)</td>
<td>488.3</td>
<td>484.2</td>
<td>480.5</td>
</tr>
<tr>
<td>RCV1-2000</td>
<td>483.8(s)</td>
<td>480.1</td>
<td>479.4</td>
<td>477.3</td>
</tr>
<tr>
<td>Spam-1000</td>
<td>481.5(s)</td>
<td>472.0</td>
<td>458.6</td>
<td>460.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20NG-WinXwin</td>
<td>416.6</td>
<td>490.9</td>
<td>437.9(s)</td>
<td>423.8</td>
</tr>
<tr>
<td>20NG-Comp</td>
<td>407.8</td>
<td>397.1</td>
<td>413.1(s)</td>
<td>402.0</td>
</tr>
<tr>
<td>20NG-Talk</td>
<td>427.2</td>
<td>417.1</td>
<td>434.0(s)</td>
<td>417.6</td>
</tr>
<tr>
<td>20NG-Vehicle</td>
<td>451.0</td>
<td>447.8</td>
<td>460.5(s)</td>
<td>446.7</td>
</tr>
<tr>
<td>Reuters-1804</td>
<td>484.9</td>
<td>487.4</td>
<td>488.7(s)</td>
<td>482.0</td>
</tr>
<tr>
<td>RCV1-2000</td>
<td>473.0</td>
<td>467.6</td>
<td>476.9(s)</td>
<td>473.2</td>
</tr>
<tr>
<td>Spam-1000</td>
<td>487.0</td>
<td>481.4</td>
<td>487.5(s)</td>
<td>483.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20NG-WinXwin</td>
<td>377.6</td>
<td>397.9(s)</td>
<td>389.5</td>
<td>393.5</td>
</tr>
<tr>
<td>20NG-Comp</td>
<td>357.7</td>
<td>355.1</td>
<td>360.5</td>
<td>365.5(f)</td>
</tr>
<tr>
<td>20NG-Talk</td>
<td>360.8</td>
<td>376.8</td>
<td>379.9(f)</td>
<td>373.1</td>
</tr>
<tr>
<td>20NG-Vehicle</td>
<td>382.4</td>
<td>403.0</td>
<td>398.4</td>
<td>403.2(f)</td>
</tr>
<tr>
<td>Reuters-1804</td>
<td>473.8</td>
<td>481.9(s)</td>
<td>471.8</td>
<td>476.1</td>
</tr>
<tr>
<td>RCV1-2000</td>
<td>449.5</td>
<td>465.5(s)</td>
<td>461.0</td>
<td>459.1</td>
</tr>
<tr>
<td>Spam-1000</td>
<td>462.4(f)</td>
<td>462.0</td>
<td>462.0</td>
<td>454.0</td>
</tr>
</tbody>
</table>

Average Rank: 2.24 2.83 2.02 2.90

Cases in which an actual active learning selection strategy is outperformed by random selection are highlighted using italics.

The results shown in Table 2 reinforce what was apparent from Figures 2 to 8. There are a wide range of performance levels achieved when different combinations of selectors and consumers are used. This clearly answers Q1 given above and shows that the reusability problem definitely exists for text classification problems.
4.2. Identifying the Best Selector

We move now to answer questions Q3a: *if the consumer is known, which selector should be used?* and Q3b: *if the consumer is unknown, which selector should be used?* from the list above. The results in Table 2 and Figures 2 to 8, show that when the naïve Bayes and the SVM consumers are used, self-selection is better than both foreign-selection and random selection on all seven datasets. When the k-NN consumer is used, results are a little more mixed. On three out of the seven datasets, the best selector is the k-NN selector. On the 20NG-Comp and 20NG-Vehicle datasets random selection performs best; on the 20NG-Talk the SVM selector performs best; and on the Spam-1000 dataset the naïve Bayes selector performs best. One reason why self-selection may not be ideal when a k-NN classifier is used is that the k-NN classifier is a local learner and has less bias to the examples used to train it. For this reason it may not gain as much benefit as the SVM and naïve Bayes global learners from the self-selected labelled training examples.

Overall it can be concluded from Table 2 that the advantage of self-selection over foreign-selection is supported by the evidence that in 17 out of the 21 combinations of consumers and datasets, the best performance is achieved on the training set produced by the selector of the same type of classifier. All of this evidence answers Q3a: if the consumer is known self-selection should be used, i.e. the same type of classifier that will ultimately be used in the text classification application should be used in the active learning selection strategy.

Considering Q3b (*if the consumer is unknown, which selector should be used?*) requires a little more analysis. The performance of the four selectors were ranked for each consumer-dataset pair and average ranks were calculated across all 21 consumer-dataset pairs. These are shown in the final row of Table 2. The average ranks for the naïve Bayes selector, k-NN selector, SVM selector and random selector are 2.24, 2.83, 2.02 and 2.90 respectively. The results suggest an answer to Q3a: given no other information about how the labelled dataset arising from active learning is to be used, an SVM selector should be used.

It is also interesting to examine the difference in performance of classifier-based selectors and random selection. We can see from Table 2 that classifier-based foreign-selection is worse than random selection in a number of cases, particularly when the k-NN classifier is used as either the consumer or selector. This may be attributed to the fact that both the SVM and the naïve Bayes classifiers are eager-learners, while the k-NN classifier is a lazy-learner:
Table 3: Percentage overlap of the labelled sets between different selectors.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>OL(S_{NB}, S_{SVM})</th>
<th>OL(S_{NB}, S_{k-NN})</th>
<th>OL(S_{SVM}, S_{k-NN})</th>
</tr>
</thead>
<tbody>
<tr>
<td>20NG-WinXwin</td>
<td>54.2%</td>
<td>43.0%</td>
<td>41.3%</td>
</tr>
<tr>
<td>20NG-Comp</td>
<td>47.6%</td>
<td>36.2%</td>
<td>35.3%</td>
</tr>
<tr>
<td>20NG-Talk</td>
<td>61.8%</td>
<td>51.7%</td>
<td>50.3%</td>
</tr>
<tr>
<td>20NG-Vehicle</td>
<td>54.9%</td>
<td>44.5%</td>
<td>42.0%</td>
</tr>
<tr>
<td>Reuters-1804</td>
<td>67.2%</td>
<td>65.4%</td>
<td>64.5%</td>
</tr>
<tr>
<td>RCV1-2000</td>
<td>62.1%</td>
<td>54.6%</td>
<td>57.1%</td>
</tr>
<tr>
<td>Spam-1000</td>
<td>65.1%</td>
<td>60.8%</td>
<td>69.8%</td>
</tr>
</tbody>
</table>

an informative example for an eager-learner may not be an informative example for a lazy-learner. In order to explore this possibility further the overlap between the 500 examples selected by the SVM selector, the naïve Bayes selector and the k-NN selector was calculated for each of the seven datasets used in our experiments (overlap is calculated as the Jaccard index (Jaccard, 1912; Kelleher et al., 2015) between the selections, i.e. the number of examples that are present in both selections as a percentage of the total number of unique examples across both selections). Table 3 shows the overlap of $L_{S_i}$ selected by the selector $S_i$ and $L_{S_j}$ selected by the selector $S_j$, denoted by $OL(S_i, S_j)$. Table 3 shows that there is a considerable difference in the labelled datasets that arise from different selectors. For all but one dataset, the overlap of examples selected by the SVM selector and the naïve Bayes selector are higher than both the overlap of examples selected by the SVM selector and the k-NN selector and the overlap of examples selected by the naïve Bayes selector and the k-NN selector. This suggests that an eager-learner and a lazy-learner have different preferences for informative examples and explains the poor performance when the two types of classifiers are mixed.

4.3. Identifying the Best Consumer

Our next consideration is which is the best consumer to use with datasets generated using active learning, i.e. to answer Q4a (if the selector is known, which consumer should be used?) and Q4b (if the selector is unknown, which consumer should be used?) given previously. To answer these questions we reuse the experimental results presented in Section 4.2, but in Table 4 present them in a slightly different way. Here we use self-reuse to refer to scenarios in which the consumer classifier is of the same type as the selector classifier.
and foreign-reuse to refer to scenarios in which the classifiers are different. If a classifier achieves the best performance on a labelled training set produced by active learning and uses the same classifier type as the selector in the active learning process then we say that self-reuse is the best sample reuse scenario. Otherwise, if the best performance achieved from a labelled set using a consumer classifier different from that used by the active learning process which selected them, we say that foreign-reuse is the best sample reuse scenario.

In Table 4 the best consumer for each selector-dataset pair is shown in bold where a parenthesised (s) or (f) refer to self-reuse and foreign-reuse respectively (when a random selector is used all reuse is considered foreign-reuse).

The results show that self-reuse is not always the best reuse scenario and these results are consistent with the finding in Tomanek & Morik (2010). Self-reuse is better than foreign-reuse for only 8 out of the 21 selector-dataset pairs, while foreign-reuse is better than self-reuse for the remaining 13 selector-dataset pairs. This effectively answers Q2 above indicating that homogeneous systems (in which the consumer and selector classifiers are the same) are not always the best solution in active learning scenarios. This result also provides the answer to question Q4a: when the type of the selector is known, the best consumer to use is not necessarily the same type of classifier as used in active learning selection.

It is important to remember the distinction between self-selection and self-reuse here, as this result can at first seem somewhat contradictory to the answer to Q3a presented in Section 4.2 which recommended self-selection. In answering Q3a we considered the scenario where the consumer was fixed and we wished to determine the best selector to use, while in considering Q4a we consider the opposite scenario where the selector is fixed and we wish to determine which is the best consumer to use. One plausible reason for the recommendation against self-reuse is that the best classifier for one task not only depends on the training data used, but also on the power of the classifier itself. In these experiments foreign-reuse almost always refers to the use of a naïve Bayes classifier which is not altogether surprising as there is considerable evidence that naïve Bayes classifiers are particularly well suited to the kind of text classification problems we consider in this work.

The last row of Table 4 shows the average rank of the three consumers across all of the 28 selector-dataset combinations, including the random selector. It can be seen that overall the best consumer is the naïve Bayes
Table 4: Results for identifying the best consumer. The best consumer for each selector-dataset pair is shown in bold where a parenthesised (s) or (f) refer to self-reuse and foreign-reuse respectively (when a random selector is used all reuse is considered foreign-reuse).

<table>
<thead>
<tr>
<th></th>
<th>NB Selector</th>
<th>k-NN Selector</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20NG-WinXwin</td>
<td>20NG-WinXwin</td>
</tr>
<tr>
<td>NB Consumer</td>
<td>458.5(s)</td>
<td>441.4(f)</td>
</tr>
<tr>
<td>20NG-Comp</td>
<td>429.3(s)</td>
<td>413.6(f)</td>
</tr>
<tr>
<td>20NG-Talk</td>
<td>447.3(s)</td>
<td>430.6(f)</td>
</tr>
<tr>
<td>20NG-Vehicle</td>
<td>470.3(s)</td>
<td>459.2(f)</td>
</tr>
<tr>
<td>Reuters-1804</td>
<td>488.8(s)</td>
<td>488.3(f)</td>
</tr>
<tr>
<td>RCV1-2000</td>
<td>483.8(s)</td>
<td>480.1(f)</td>
</tr>
<tr>
<td>Spam-1000</td>
<td>481.5</td>
<td>472.0</td>
</tr>
<tr>
<td>SVM Consumer</td>
<td>416.6</td>
<td>409.9</td>
</tr>
<tr>
<td></td>
<td>407.8</td>
<td>397.1</td>
</tr>
<tr>
<td></td>
<td>427.2</td>
<td>417.06</td>
</tr>
<tr>
<td></td>
<td>451.0</td>
<td>447.8</td>
</tr>
<tr>
<td></td>
<td>484.9</td>
<td>487.4</td>
</tr>
<tr>
<td></td>
<td>473.0</td>
<td>467.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>481.4(f)</td>
</tr>
<tr>
<td></td>
<td>377.6</td>
<td>397.9</td>
</tr>
<tr>
<td></td>
<td>357.7</td>
<td>355.1</td>
</tr>
<tr>
<td></td>
<td>360.8</td>
<td>376.8</td>
</tr>
<tr>
<td></td>
<td>382.4</td>
<td>403.0</td>
</tr>
<tr>
<td></td>
<td>473.8</td>
<td>481.9</td>
</tr>
<tr>
<td></td>
<td>449.5</td>
<td>465.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>462.0</td>
</tr>
<tr>
<td>Average Rank</td>
<td>1.25</td>
<td>1.79</td>
</tr>
<tr>
<td>k-NN Consumer</td>
<td></td>
<td>2.96</td>
</tr>
</tbody>
</table>
Table 5: An examination of the performance of selector-consumer pairs on the seven datasets used in this study. The best performance on each dataset is highlighted in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NB Consumer</th>
<th>SVM Consumer</th>
<th>k-NN Consumer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB kNN SVM RS</td>
<td>NB kNN SVM RS</td>
<td>NB kNN SVM RS</td>
</tr>
<tr>
<td>20NG-WinXwin</td>
<td>459 441 451 444</td>
<td>417 410 438 424</td>
<td>378 398 390 394</td>
</tr>
<tr>
<td>20NG-Comp</td>
<td>430 414 427 422</td>
<td>408 397 413 402</td>
<td>358 355 361 366</td>
</tr>
<tr>
<td>20NG-Talk</td>
<td>447 431 440 425</td>
<td>427 417 434 418</td>
<td>361 377 380 373</td>
</tr>
<tr>
<td>20NG-Vehicle</td>
<td>470 459 467 461</td>
<td>451 448 461 447</td>
<td>382 403 398 403</td>
</tr>
<tr>
<td>Reuters-1804</td>
<td>489 488 484 481</td>
<td>485 487 489 482</td>
<td>474 482 472 476</td>
</tr>
<tr>
<td>RCV1-2000</td>
<td>484 480 480 477</td>
<td>473 468 477 473</td>
<td>450 466 461 460</td>
</tr>
<tr>
<td>Spam-1000</td>
<td>482 472 459 461</td>
<td>487 481 488 484</td>
<td>462 462 462 454</td>
</tr>
</tbody>
</table>

consumer, followed by the SVM consumer. This result provides strong evidence for an answer to Q4b that if the type of the selector is unknown, a naïve Bayes classifier is the best choice to use as the consumer. This result flirts dangerously with the thorny question of what is the best classifier to use for text classification problems, which is not a question that we can ever hope to answer definitively. Given the caveat that the result only applies to the, albeit reasonably varied, set of classification problems we used in this study, however, it remains a useful result.

While it is not one of the core questions explored in this work, given the range of experiments performed it is worth considering which selector-consumer pair performs best across all of the datasets used. Table 5 recasts the data presented in Table 2 and Table 4 to address this question. The performance of the best selector-consumer pair is highlighted in bold for each dataset. It can be seen that on six out of the seven datasets considered in this work the best performing combination is a naïve Bayes selector paired with a naïve Bayes consumer. On the Spam-1000 dataset, the best selector and consumer pair is the SVM selector with the SVM consumer. One possible reason for this might be that the Spam-1000 dataset contains emails which have significantly different characteristics to more general text samples (e.g. the length of the documents and the vocabulary used).

4.4. Efficiency of Selectors

As well as considering the performance of active learning selector-consumer pairs it is also useful to examine the efficiency of different selectors, as timely response times are important to make active learning practical in real appli-
cation scenarios – users playing the role of the oracle will not wait indefinitely to be asked to label examples. To this end experiments were conducted to compare the execution time for different selectors when selecting 500 examples for labelling on each of the seven datasets described in Section 3.2. Experiments were conducted on a Macbook running Mac OS X 10.6.6, using an Intel Xeon CPU i3@3.06GHz with 4.0 GB 1333 MHz DDR3 RAM. In each experiment, for each dataset, all selectors were allowed to select 500 examples for labelling. Each experiment was repeated three times and average execution times (in seconds) are reported for each dataset in Table 6.

Table 6: Time performance (in seconds) on the seven datasets. The best performance on each dataset is highlighted in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NB Selector</th>
<th>SVM Selector</th>
<th>k-NN Selector</th>
</tr>
</thead>
<tbody>
<tr>
<td>20NG-WinXwin</td>
<td>553</td>
<td>11,659</td>
<td>1,235</td>
</tr>
<tr>
<td>20NG-Comp</td>
<td>468</td>
<td>9,895</td>
<td>1,172</td>
</tr>
<tr>
<td>20NG-Talk</td>
<td>364</td>
<td>7,988</td>
<td>488</td>
</tr>
<tr>
<td>20NG-Vehicle</td>
<td>611</td>
<td>12,805</td>
<td>1,322</td>
</tr>
<tr>
<td>Reuters-1804</td>
<td>183</td>
<td>2,806</td>
<td>892</td>
</tr>
<tr>
<td>RCV1-2000</td>
<td>536</td>
<td>10,683</td>
<td>1,341</td>
</tr>
<tr>
<td>Spam-1000</td>
<td>201</td>
<td>3,429</td>
<td>148</td>
</tr>
</tbody>
</table>

From Table 6 it is apparent that, among the selectors compared, the naïve Bayes selector is the most efficient, mainly due to the fact that the training and classification processes of the naïve Bayes classifier are particularly efficient. The \( k \)-NN selector is the second most efficient selector as the repeated retraining required in active learning is of especially low intensity – new examples are simply added to the labelled set. The SVM selector is the least efficient selector with a significantly longer execution time as, in every active learning iteration, the SVM model needs to be retrained and the training time increases with the number of examples in the training set.

Graphs of the execution time taken for each active learning iteration for each selector on each dataset are shown in Figure 9. These graphs show that the execution time of the SVM and \( k \)-NN selectors increasing as the size of the labelled set grows, while the execution time for the naïve Bayes selector remains relatively stable. These results suggest the use of a naïve Bayes selector in applications in which response time is of particular importance. Overall, however, the maximum waiting time between labelling batches for
these datasets (when an SVM is used for the 20NG-Vehicle dataset) is still less than a minute which is probably reasonable.

Figure 9: CPU time of three selectors on seven datasets. Axes are zoomed for resolution.

5. Conclusions and Future Work

Understanding the reusability of training examples generated using an active learning selection strategy that uses a specific classifier is an interesting problem that is important in practical machine learning applications. We have empirically studied the performance of different selector-consumer classifier pairs on a range of text classification problems. Based on these experiments the following conclusions can be drawn:
- When using active learning to generate training examples for a particular consumer classifier, it is best to use the same type of classifier in the selection process.

- Overall, with a view to good reusability by different classification algorithms, the best classifier to be used in an active learning selection strategy is the SVM classifier.

- Local and global classifiers don’t mix well with regard to reusability. Occasionally, the performance of the \( k \)-NN classifier trained on a set of examples selected by active learning using a different type of classifier (for example, an SVM classifier or a naïve Bayes classifier) can be worse than the performance of the \( k \)-NN classifier trained on randomly selected examples.

- When reusing examples selected using active learning, it is not necessary to use the same type of classifier as in the selection process. The use of the same classifier in reuse as in selection does not guarantee the best performance.

- Overall, the best classifier to train with examples selected by active learning is the naïve Bayes classifier which can work well with different sets of training examples produced by active learning methods using different classifiers in selection. This indicates that the naïve Bayes classifier has less dependency on the training data and is less sensitive to the data used to train it compared to the SVM classifier and the \( k \)-NN classifier.

- The best classifier pair in active learning selection and sample reuse is an naïve Bayes classifier in active learning selection with the same naïve Bayes classifier in sample reuse.

In summary, if information about the classifier used in active learning for generating the labelled training examples is unknown, a naïve Bayes classifier is a good choice as the consumer classifier. If we want to use active learning to build a training set and the classifier which will be trained on the labelled set has been decided, then the same type of classifier should be used in active learning selection. If the classifier to be trained on the examples selected using active learning is unknown, an SVM-based active learning selection strategy is the best choice for constructing the labelled training set in order
to ensure maximum reusability. If efficiency is of high concern then a naïve Bayes classifier may be a better choice as the basic classifier used in active learning selection.

There are a number of directions that we intend to explore in the future. First, previous work has shown that both model relatedness and sample similarity cannot explain reusability. It would be interesting to discover the supporting factors for reusability, i.e., what factors contribute to higher reusability. Second, the sample selection bias induced by basic classifiers used in active learning is the main reason for poor reusability. Ensemble methods, or classifier-free selection strategies, might be helpful in solving this problem. Third, it would be interesting to examine the reusability on multi-class and multi-label classification. Fourth, the work presented in this article has focused exclusively on text classification problems. While the reusability problem remains an issue for other types of classification problems, the specific findings in this article in relation to the best selector and consumer classifiers may not hold for other types of classification problems. The nature of text classification problems leads to high-dimensional, sparse feature vectors, which favour particular classification algorithms (for example naïve Bayes and SVM) over others. Therefore it would be very interesting to repeat the experiments performed in this article for other types of classification problems. Finally, because the use of a classification model at the heart of uncertainty sampling causes the reusability problem in the first place, it would be interesting to investigate the impact of selection strategies that do not rely on a classification model (such as those described by Hu et al. (2010a) and Lughofer (2012b)) on the performance of consumer models.
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