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ABSTRACT

Random field regression models provide an extremely flexible way to investigate nonlinearity in economic data. This paper introduces a new approach to interpreting such models, which may allow for improved inference about the possible parametric specification of nonlinearity.
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I. Introduction

Hamilton (2001) proposed a novel approach to nonlinear modelling that provides a single flexible parametric framework for testing for nonlinearity, drawing inference about its form and assessing the adequacy of resultant models. The methodology, based on the concept of random field regression, has been shown to have excellent potential; see Dahl (2002). From the practitioner’s viewpoint, the importance of Hamilton’s approach lies in the valuable insights it can provide for model construction.

By identifying variables that are nonlinearly significant, the form of nonlinearity may be inferred from a plot of a conditional expectation function against those variables. However, this approach may not be widely applicable: few studies have adopted this method. Two significant practical problems are immediately apparent. If more than two variables are found to be nonlinearly significant, plotting the conditional expectation against these variables is not possible. Even if plotting is possible, it may not provide sufficient information to infer a specification.

This paper proposes a simple-to-implement approach to inference based on an alternative view of nonlinearity that exploits the flexible nonlinear framework. The results of empirical examples suggest the method holds much promise, offering a complementary view when the conditional expectation approach is viable, and a robust approach when it is not.

II. Flexible Nonlinear Inference

Hamilton (2001) treats functional form as the outcome of a stochastic process that is part of the data-generating process; that is, the conditional expectation function of a regression model is thought of as being generated randomly prior to the generation of the data. This latent process is modelled using a Gaussian random field, the parameters of which are estimated by maximum likelihood.
If \( y_t \) is stationary, \( \varepsilon_t \sim N(0,\sigma^2) \) and \( x_t \) is a \( k \)-vector of explanatory variables, then the model is

\[
y_t = \mu(x_t) + \varepsilon_t,
\]

where the form \( \mu(x_t) \) is unknown and assumed to be the outcome of a random field. Hamilton (2001) proposes a conditional mean function, \( \mu(x_t) \), with the usual linear component and a stochastic, and hence unobservable, nonlinear component. The conditional mean function can be written as

\[
\mu(x_t) = \alpha_0 + a'_t x_t + \lambda m(g \circ x_t),
\]

where \( g \) is a \( k \)-vector of parameters and \( \circ \) denotes the Hadamard product.

A simple method of testing for nonlinearity is to check if \( \lambda^2 \) is zero and Hamilton (2001) proposes an Lagrange Multiplier-type test based on this. Inference hinges on estimation of the parameter vector \( g \), the estimated values of the elements of which are used to infer the form of nonlinearity. A highly significant \( g_i \), where \( i = 1, \ldots, k \), suggests that the corresponding variable plays an important role in any nonlinearity. Hamilton suggests plotting the conditional expectation function \( \mathbb{E}[\mu(x)|Y_T] \), where

\[
Y_T = (y_T, x'_T, y_{T-1}, x'_{T-1}, \ldots, y_1, x'_1),
\]

against the significant nonlinear variables.

This may not always be possible, however, as plotting is limited to two significant explanatory variables. Huang and Lin (2006) present a case in point. In exploring Okun’s relationship with flexible nonlinear inference (FNI), they find three significantly nonlinear explanatory variables, and resort to plotting the conditional expectation function against each significant variable. It is not surprising, therefore, that they fail to specify a nonlinear form, and only draw attention to the relative nonlinearities between pairs of variables.
III. An Alternative Approach to Inference

The random field regression model consists of a linear and a nonlinear component, \( \lambda m(\ast) \).

Assuming that the error terms are small, a good approximation to the nonlinear term may be obtained as \( y_t = \alpha_0 + \alpha'_1 x_t \), from equations (1) and (2). To understand how the evaluation of the linear and nonlinear components may aid in inferring a nonlinear specification, consider the following. Assume that the linear component represents an approximation to the underlying data generating process and that the nonlinear component represents the deviation from the linear approximation to the true form, plus an error component. This view may be consistent with a range of nonlinear models. In this context, the linear term can be seen as a long-run component and the nonlinear term as a short-run dynamic component. Viewing FNI in this way could be important, as evaluating the linear term alone may represent a novel and satisfactory method of obtaining a linear approximation to a nonlinear model.

In terms of inference, viewing the random field regression in this way could be very instructive. Assuming the linear term is a good approximation, the best approach to inferring a nonlinear specification is to plot the nonlinear component against the explanatory variables. It is intuitive that the deviations from this approximation will capture information regarding the form of nonlinearity, such as structural breaks, turning points or thresholds. To illustrate this approach, three examples are considered.

IV. Examples

Using a data generating process

\[
y_t = 0.6 x_{it} 1_{\{x_{it}>0\}} + 0.2 x_{it} + \varepsilon_t, \tag{4}
\]

where \( x_{it} \sim N(0,100) \) and \( \varepsilon_t \sim N(0,1) \), Hamilton (2001) illustrated the effectiveness of FNI. To illustrate the proposed alternative approach, a fixed sample of \( x_{it} \) was generated, and the following random field regression was estimated:
\[ \hat{y}_t = 4.75 + 0.31 x_{1t} + 0.20 x_{2t} + 1.03 \begin{pmatrix} 1.76m & 0.07 \ x_{1t} & 2.1E-12 \ x_{2t} \end{pmatrix} \] (5)

Only \( g_1 \) is significant, suggesting that \( x_{1t} \) alone plays a significant role in the nonlinearity found in \( y_t \).

Figure 1 plots \( \hat{l}_t = 4.75 + 0.31 x_{1t} + 0.20 x_{2t} \), the linear component, and \( y_t \). Clearly, \( \hat{l}_t \) is a good linear approximation to \( y_t \). Rather than plotting \( \bar{E}[\mu(x_{1t}, \bar{x}_{2t})|Y_T] \) against \( x_{1t} \), Figure 2 plots \( y_t - \hat{l}_t \) against \( x_{1t} \); that is, the deviation from the linear approximation is plotted against the nonlinearly significant explanatory variable. It can be seen that \( y_t - \hat{l}_t \) is linear in \( x_{1t} \), with a threshold at \( x_{1t} = 0 \). These findings lead easily to the same conclusion as Hamilton (2001), i.e., that the data generating process for \( y_t \) is a threshold regression.

These results bear further consideration, however. From Figure 2, the deviation from \( y_t \) was estimated by OLS to be

\[ y_t - \hat{l}_t = \begin{cases} -4.74 - 0.31 x_{1t}, & \text{for } x_{1t} < 0 \\ -4.75 + 0.29 x_{1t}, & \text{for } x_{1t} > 0 \end{cases} \] (6)

Examination of the plot of \( x_{1t} \) along with figures 1 and 2 shows that only values of \( x_{1t} > 0 \) are relevant. This leads to

\[ \hat{y}_t = 4.75 + 0.31 x_{1t} + 0.20 x_{2t} - 4.75 + 0.29 x_{1t}, \text{ for } x_{1t} > 0, \]
\[ = 0.60 x_{1t} I_{x_{1t}>0} + 0.20 x_{2t}, \] (7)

which is the underlying data generating process. While this is a straightforward example, it outlines, nevertheless, both the powerful nature of random field inference and the usefulness of the approach suggested here.

Hamilton’s (2001) Example 3, concerning the US Phillips curve, was also revisited. Using data for the period 1949 to 1997, Hamilton estimates the following regression:

\[ \bar{\pi}_t = -88 - 0.92 u_t + 0.44 \pi_{t-1} + 0.049 t + 1.24 \begin{pmatrix} 2.05 m & 0.14 u_t & 0.16 \pi_{t-1} & 0.14 t \end{pmatrix}, \] (8)
where $\pi_t$ is the inflation rate and $u_t$ is the unemployment rate in year $t$. This suggests that time is the only significant nonlinear variable. The examination of $\tilde{E}[\mu(u_t, \pi_t, t)Y_t]$ against $t$ reveals evidence of distinct periods of high inflation. Using the alternative approach, i.e., plotting $\pi_t - \hat{\pi}_t = \pi_t - \left(-88 - 0.92u_t + 0.44\pi_{t-1} + 0.049t\right)$, leads to Figure 3. Three clear phases are seen when $\pi_t - \hat{\pi}_t$ is plotted against $t$, the significant variable. These differ slightly from those reported by Hamilton, but the overall message is the same.

To illustrate how this approach could encapsulate a wide range of nonlinear models such as regime-switching and transition models, consider the results of Bond et al. (2007), relating to purchasing power parity (PPP) between Ireland and Germany. They used random field regression to analyse a PPP specification including short-term interest rates and estimated the following random field regression:

$$\begin{bmatrix}
\hat{s}_t = 0.77 - 0.84 p_t + 0.72 p_t^* - 0.0004 i_t + 0.01 i_t^* \\
+ 0.01 \\
\end{bmatrix}
+ 0.004 \begin{bmatrix}
5.86m \\
(2.55)
\end{bmatrix}
\begin{bmatrix}
4.61 p_t, 16.97 p_t^*, -0.03 i_t, -0.15 i_t^*
\end{bmatrix},
$$

(9)

where $s_t$ is the log of the nominal exchange rate, $p_t$ and $p_t^*$ are the logs of the domestic and foreign price levels, and $i_t$ and $i_t^*$ are the respective short-term interest rates. Strong evidence of nonlinearity was found. The variables found to be nonlinearly significant were $p_t$, $p_t^*$ and $i_t^*$. Since three variables were found to be significant, the conditional expectation function could not be plotted.

Following the alternative approach, the linear or long-run term was found to be $\hat{i}_t = 0.77 - 0.84 p_t + 0.72 p_t^* - 0.0004 i_t + 0.01 i_t^*$. Figure 4 plots $\hat{i}_t$, $s_t$ and $s_t - \hat{i}_t$ against time. The fit here is striking, but perhaps not surprising given the coefficient estimates, which are well within the confidence bounds of the (1 -1 1) parameters predicted by PPP theory. The deviation term shows breaks at 1979, 1987 and 1995, clearly related to important monetary developments in Ireland and Germany. Plotting $s_t - \hat{i}_t$ against $p_t$ and
reveals a similar pattern, with three or possibly four apparent regimes. Plotting \( s, \hat{t} \), against \( t, \hat{t} \), the remaining significant variable reveals no obvious pattern, however. The conclusion from this alternative view of FNI suggests that the PPP relationship between Ireland and Germany should be characterised by a regime-switching model, an approach successfully applied by Bond et al. (2007).

V. Conclusion

This paper has introduced an alternative approach to inference in random field regression. Hamilton’s flexible nonlinear framework is a powerful tool in nonlinear modelling and the approach to inference outlined here will be of benefit to those contemplating its use. Using three illustrative examples, the approach is shown to be both simple to implement and powerful. The results show that viewing nonlinearity in terms of linear and nonlinear components, in this context, may offer insights into the underlying data generating process, thereby facilitating the specification of an appropriate model.
Endnotes

1. Notable exceptions include Hamilton (2003) and Kim et al. (2005).
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Figure 1: Plot of $y_t$ and its linear approximation, $\hat{y}_t$.

Figure 2: Plot of $y_t - \hat{y}_t$ against $x_{lt}$.

Figure 3: Plot of $\pi_t - \hat{t}$ against $t$. 
Figure 4: Plot of $s_t$, $\hat{l}_t$ and $s_t - \hat{l}_t$ over time.