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Abstract

Accurate computational methods for predicting the electrostatic energies are of major importance for our understanding of protein energetics in general, for computer-aided drug design and in the design of novel biocatalysts and protein therapeutics. Electrostatic energies are of particular importance in applications such as virtual screening, drug design and protein-protein docking due to the high charge density of protein ligands and small-molecule drugs, and the frequent protonation state changes observed when drugs are binding to their protein targets. Therefore, the development of a reliable and fast algorithm for the evaluation of electrostatic free energies, as an important contributor to the overall protein energy function, has been the focus of many scientists for the last three decades. In this review we describe the current state-of-the-art in modeling electrostatic effects in proteins and protein-ligand complexes. We focus mainly on the merits and drawbacks of the continuum methodology, and speculate on future directions in refining algorithms for calculating electrostatic energies in proteins using experimental data.
Key terms

Continuum/macroscopic model – a model that mimics dielectric properties of solvent using the homogenous dielectric medium of a high dielectric constant.

Microscopic model – a model that explicitly represents all atoms in the protein-solvent system.

PBE (Poisson-Boltzmann Equation) – a partial differential equation which for a known distribution of charges, the dielectric constant and ionic strength gives the electrostatic potential in and around the protein.

GB model (Generalized Born model) - a fast approximation to the PBE model in evaluating electrostatic free energy.

NMR titration experiment – an experiment that measures chemical shift perturbations of nuclei when changing pH of the solution i.e. changing the charges on titratable groups in a protein.

VSE spectroscopy (Vibrational Stark Effect spectroscopy) – an infrared spectroscopy technique that detects changes in a protein’s electrostatic field by measuring changes in the vibrational frequency of a calibrated probe inserted into the protein.
1. Introduction

Electrostatic interactions are among the most important factors to be considered when analyzing the function of biological molecules. Since the pioneering work of Linderstrøm-Lang [1] significant progress has been made in the qualitative understanding and quantitative evaluation of electrostatic interactions. It is now generally recognized that one must analyze the electrostatic forces in a biomolecule to properly understand its function. Structure-based calculations of the electrostatic potential in and around a biomolecule, therefore, play a large role in virtually any protein-related research effort, as witnessed by the omnipresence of graphical representations of electrostatic potential surface maps in publications and oral presentations.

A variety of computational methods and algorithms for studying proteins and their interactions with other molecules have been constructed. Methods such as molecular dynamics (MD) simulations, Brownian dynamics simulations, protein pKa calculations, protein design algorithms, protein-drug and protein-protein docking algorithms are widely used in modern biological research. All these algorithms use 3D structures of protein molecules to predict and analyze protein characteristics, such as catalytic activity, folding pathway, stability, solubility, and ligand/drug binding specificity. Electrostatic energies play a large role in determining all of the above-mentioned characteristics, and the full potential of methods for predicting physical/biochemical characteristics will, therefore, only be realized once we are able to accurately calculate electrostatic energies and forces in and around proteins. The calculation of electrostatic interactions in biomolecules arguably presents one of the largest obstacles in improving the accuracy and usefulness of structure-based energy calculation algorithms.

Unfortunately, electrostatic phenomena in biomolecular systems are very complex and much research is needed in this field to understand the factors that are important for determining their properties. The comparatively long-range nature of electrostatic forces presents a significant obstacle to progress, since one must consider interactions between a large number of solvent and solute atoms in order to solve the problem correctly. The many charged groups in proteins and the protein-induced variation in amino acid pKa values further complicates the calculation since the protein charge distribution, which itself is dependent on the electrostatics in the protein, has to be calculated. The heterogeneous dielectric properties of the protein interior complicates the evaluation of electrostatic interactions even further by
requiring energy calculation methods to model protein and solvent reorganization in response to the variations in electrostatic field. Calculating the electrostatic field in a protein molecule correctly is thus akin to hitting a moving target using a shotgun with a bent barrel while being in the middle of an earthquake.

Despite the somewhat bleak analogy and the aforementioned difficulties, current algorithms have made significant headway in accurately predicting electrostatic effects in proteins. In this review we focus on the methods that have proven effective and accurate in modeling electrostatic effects in proteins and protein-ligand complexes. We begin our review by introducing the basic concepts of electrostatic interactions in proteins (Section 2). The basic laws and models necessary for electrostatic energy calculations, such as Coulomb’s law, the Poisson equation, the Boltzmann distribution of ions in solution and the Born formula are presented here. In Section 3 we provide an overview of the specific computational approaches used for modeling electrostatic interactions in proteins and protein-ligand complexes. We describe the widely used continuum models; the Poisson-Boltzmann Equation (PBE) solvers and the models based on the Generalized Born (GB) framework, and highlight recent progress in improving the accuracy of these methods. In Section 4 we discuss the role of electrostatic energies in the association of proteins and ligands. We concentrate on the electrostatic contribution to protein-ligand binding affinities, the pH-dependence of the free energy of the binding process, and on the role of electrostatics in determining the association rates for diffusion-limited enzymes. Finally, in Section 5, we comment on current problems and discuss the possible directions for future advances in the modeling of protein electrostatics.

The present review gives an overview of basic methods for predicting protein electrostatic forces and their application to protein-ligand binding problems. Many other exciting areas of research also present formidable challenges to current models for predicting electrostatic energies, with computational protein design, the engineering of the pH-dependence of enzyme catalysis, prediction of protein folding pathways and prediction of mutation-induced changes in protein stability presenting major challenges to computational biologists. It is outside the scope of the present review to address all of these areas, and the interested reader is referred to a selection of recent reviews [2-11].
2. Electrostatic interactions in proteins

Before embarking on a detailed account of protein electrostatic modeling, we describe the basic equations that allow for a qualitative understanding of the factors that influence the strength of electrostatic interactions in and around proteins. We begin our discussion with: Coulomb’s law, the Poisson equation, the Boltzmann distribution of ions in the solution and the Born model. We proceed to explain the significance of permanent dipoles, mobile ions and electronic polarization in modulating the electrostatic field in the protein-solvent system.

Coulomb’s law

The fundamental problem in classical electrostatic theory is to find the electrostatic potential at every point in space for a given distribution of charges. In the simplest scenario when point charges are placed in a homogenous medium, such as vacuum, the electrostatic potential \( \varphi(r) \) at particular position in the space can be calculated with Coulomb’s law:

\[
\varphi(r) = \frac{1}{4\pi\varepsilon} \sum q_i \frac{1}{r_i}
\]  

(1)

where \( \varphi \) represents the electrostatic potential, \( q_i \) is the amount of the point charge \( i \) and \( r_i \) is the distance from the point charge \( i \). \( \varepsilon \) represents the dielectric constant of the medium, and a value of \( \varepsilon_0 = 8.85 \times 10^{-12} \text{ F/m} \) quantifies the propagation of the electric field in vacuum.

Another form of Coulomb’s law frequently used in protein applications evaluates the total electrostatic interaction energy of the system consisting of \( N \) point charges immersed in the homogenous medium. The equation can be written by:

\[
\Delta G_e = \frac{332 \text{kcal/mol}}{\varepsilon_r} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{q_i q_j}{r_{ij}}
\]

(2)

where \( \Delta G_e \) designates the electrostatic interaction energy (kcal/mol at room temperature) relative to the energy between charges positioned very far apart. \( q_i \) and \( q_j \) are point charges given in units of electron charge (\( e \approx 1.6 \times 10^{-19} \text{C} \)) and divided by the distance \( r_{ij} (\text{Å}) \). \( \varepsilon_r \) represents the relative dielectric constant of the system and it is expressed by the value relative to that of a vacuum. This form of Coulomb’s law has been frequently used in microscopic modeling of electrostatic interactions in proteins, where the electrostatic free
energies between all charges in the protein-solvent system are evaluated using Eq. 2 and low dielectric constant [4].

**The Poisson equation**

Evaluation of the electrostatic energy in systems containing a vast amount of point charges, such as a protein-solvent system, can be a very complex and time consuming process. Therefore, instead of explicitly representing all point charges in the system and their abilities to reorient, these effects are approximated in continuum models using the dielectric constant. The electrostatic potential in continuum models can be calculated using the Poisson equation:

$$\nabla \cdot \varepsilon(r) \nabla \varphi(r) + 4\pi \rho(r) = 0$$

where the dielectric constant, \( \varepsilon(r) \), is a function of the position \( r \), and \( \rho(r) \) similarly represents the charge density in the medium. The charge density is simply the distribution of charges throughout the system, whereas \( \varepsilon(r) \) reflects all effects that are not explicitly modeled, e.g. induced dipoles and/or the relaxation of charges. Thus, in continuum models the protein is usually represented by a dielectric constant in the range \( \varepsilon \approx 2-20 \) and the solvent is modeled as a continuum of high dielectric, \( \varepsilon \approx 80 \).

The value of the dielectric constant in continuum models that accounts for the protein interior will be called “the protein dielectric constant” \( \varepsilon_p \) in the following. It is very important to emphasize here that the term “the protein dielectric constant” in continuum modeling does not take a constant value, since it depends on the way the constant is used in the calculations and which continuum model is used. This protein dielectric constant in continuum models has little to do with the fluctuations of dipole moments, as defined in microscopic modeling, but rather characterizes the parameters and effects that are not described explicitly in the specific continuum model in question. For the detailed account on the nature of the protein dielectric constant see the section “Modulators of electrostatic interactions in proteins” (below) and the discussion in [12].

**The Boltzmann distribution**

Construction of the charge density \( \rho(r) \) function in the Poisson equation is a straightforward process when positions of all charges are known. Permanent dipoles representing the backbone C=O bonds in proteins are not likely to reorient, and the dipoles on side chains can only reorient within accepted geometries if the protein does not undergo large conformational changes. On the contrary, ions in solution (\( Na^+, Cl^-, K^+, Mg^{2+} \ldots \)) constantly change their
position according to the local electrostatic potential and to their interactions with surrounding water molecules. Thus, describing mobile ions in a solution explicitly in the Poisson equation is a very complicated process. Instead, their positions around a protein are described using a probability distribution function, based on the Boltzmann distribution:

$$n(r) = Ne^{\frac{-\varphi(r)}{kT}}$$  \(\text{(4)}\)

where \(n(r)\) and \(\varphi(r)\) represent the concentration of ions (positive or negative) and mean potential at particular location \(r\) in the solution. \(N\) is the bulk concentration of ions, \(k\) is Boltzmann’s constant \((k = 1.38 \times 10^{-23} J/K)\) and \(q\) represents the charge of the ion considered.

Given the expression for the concentration of ions in the solution (Eq.4), the charge density of mobile ions \(\rho_{\text{ion}}(r)\) in the solution can be derived using the simple equation:

$$\rho_{\text{ion}}(r) = qn(r)$$  \(\text{(5)}\)

Eq.4 and Eq.5 for all ion types present in the solution are usually incorporated in the Poisson equation yielding the well-known Poisson-Boltzmann equation (PBE).

The Poisson-Boltzmann equation
The PBE is the most frequently used equation in continuum modeling of the protein-solvent system and can be written by:

$$\nabla \cdot \varepsilon(r) \nabla \varphi(r) - \varepsilon(r) \kappa(r)^2 \sinh(\varphi(r)) + 4\pi \rho(r) / kT = 0$$  \(\text{(6)}\)

\(\kappa\) is the parameter dependent on the ionic strength of the solution, and is called the Debye-Hückel inverse length. It is related to the ionic strength \(I\) by the equation:

$$\kappa^2 = \frac{8\pi N_A e^2 I}{1000kT}$$  \(\text{(7)}\)

where \(N_A\), \(e\) and \(k\) represent Avogadro’s number, the electronic charge and the Boltzmann’s constant, respectively. \(T\) is the absolute temperature of the solution. The ionic strength \(I\) of the solution has a profound effect on electrostatic interactions in protein solutions. By changing the ionic strength of the solution one can increase or decrease electrostatic attractions/repulsions between charges in the solution, and thus get an experimental estimate of the importance of electrostatic interactions for the observed quantity.

Eq. 6 represents the non-linear form of the PBE, and it is often linearized in protein applications by assuming \(\sinh \varphi(r) = \varphi(r)\), which results in:

$$\nabla \cdot \varepsilon(r) \nabla \varphi(r) - \varepsilon(r) \kappa^2 \varphi(r) + 4\pi \rho(r) / kT = 0$$  \(\text{(8)}\)
Analytic solutions of the PBE are only possible for simple geometric objects, and therefore, the PBE is typically solved for biomolecules using an iterative finite-difference approach [13]. Briefly, the protein and the solvent are mapped onto a cubic lattice with the parameters of the PBE ($\varepsilon(r)$, $\rho(r)$ and $\kappa(r)$) assigned to each point in the grid. Using these position-dependent parameters one can account not only on the heterogeneous nature of the protein dielectric constant in continuum models, but also on the variable concentration of ions with different valence in the solution [14,15]. Once the parameters have been assigned, the PBE relates the flux of the electric field out of each grid cube to the charge inside that cube, and the potentials on all grid points are iterated until the flux and potentials of neighboring cubes match.

Typically the PBE is solved on a 65x65x65 cubic grid, although larger and smaller grids can be used. For most proteins a 65-cubed grid provides a resolution adequate for producing qualitative images of protein surface electrostatic potentials, whereas for quantitative calculations a resolution of 0.25Å per grid point is needed. In these cases successive ‘focusing’ runs are typically performed to avoid the computational resource problems associated with solving the PBE on a very large grid (see Fig. 1).

Solvation energy and the Born model

The solvation free energy ($\Delta G_{sol}$) is an integral component of all free energy calculations in biomolecules, and is defined as a free energy change associated with transferring a molecule from vacuum to its position in the solvent. The solvation free energy consists of polar and non-polar contributions. The polar contributions are typically dominant for charged molecules and consist of the so-called ‘self-energy’ and interaction energies with charges and dipoles in solution. The non-polar contributions consist of the energy needed to create the cavity against the solvent pressure, the Van der Waals interactions with the solvent, and the entropic penalty incurred by reorganizing the solvent around the molecule. In the following we will only consider the polar part of the solvation free energy.

Born [16] derived a very useful approximation of the solvation free energy associated with moving a charge from vacuum to a spherical solvent cavity, called the Born model:

$$\Delta G_{sol}^{pol} = -166kcal/mol q^2 \frac{1}{a} \left( \frac{1}{\varepsilon_s} - \frac{1}{\varepsilon} \right) , \varepsilon_s = 1$$

(9)

where $q$ refers to the amount of charge (in units of $e$), $\varepsilon$ is the relative dielectric constant of the solvent and $a$ is the radius of the cavity (in Å). The Born model has found an application
in almost all models of electrostatic interactions in proteins. The Born equation (Eq.9) in combination with Coulomb’s law (Eq.2) can be applied not only in moving a charge from vacuum, but also in moving a charge between any two homogenous media e.g. in calculating the free energy change of moving a drug from solution to its position in the target protein (see GB formalism below).

Modulators of electrostatic interactions in proteins
Protein X-ray and NMR structures are used extensively in free energy calculations, and in the following we describe the relevant factors that should be considered when one applies classical electrostatic theory to protein 3D structures. We pay particular attention to the role of permanent dipoles and induced dipoles in calculations of the electrostatic potential (electrostatic field) inside and outside proteins.

Permanent dipoles originate from the tendency of electrons to concentrate around atoms with large electronegativities, forming an excess of negative charge in these atoms. The relative absence of electrons similarly creates a partial positive charge on atoms with small electronegativities. In electrostatic calculations permanent dipoles are represented by partial charges in molecular force fields, and these are usually derived from experimental data or from *ab initio* calculations [17-21].

A permanent dipole in the solute molecule can interact with other permanent and induced dipoles in the solute, and with surrounding water molecules. These interactions are very complex and can produce the reorientation of permanent protein dipoles. However, the degree of reorientation is limited by covalent bonds and other steric effects in proteins (hydrogen bonds, Van der Waals interactions, etc.), so as the dipoles on side chains can only reorient within the accepted geometries and the backbone dipoles generally remain fixed. Therefore, knowing the protein 3D structure we are able to assign the partial charges to specific atoms and bonds in the protein structure, and use them explicitly in the PBE (Eq.8) as an integral part of the charge distribution, the value $\rho(r)$. The reorientation of protein partial charges due to a structural perturbation, such as a ligand or the titration of a group, can be estimated from MD simulations or directly from a known protein 3D structure. If the response of the protein structure is modeled correctly and the resulting structure(s) are used for PBE calculations, then all other polarization effects are included implicitly in the value of the protein dielectric constant $\varepsilon_r$ when applying the PBE.
Permanent dipoles of water molecules show different behavior depending on their position in the solution. Water dipoles far away from the protein surface, so-called bulk water, have more degrees of freedom than interfacial water molecules and permanent protein dipoles. Thus, the complex translational and rotational motions of bulk water molecules are treated implicitly in the PBE and are modeled as a continuum with a large dielectric constant. The dielectric constant of bulk water \( \varepsilon_w \) can be measured accurately, and a value of 78.46 is used in calculations of the phenomena at 25°C (0.1MPa pressure) [22].

The reorientation of interfacial water molecules due to an imposed electrostatic field is limited considerably by the network of hydrogen bonds with solute atoms and other interfacial water molecules. Water molecules bound to the charged surface residues have been suggested recently to behave more like extensions of the solute rather than mobile bulk waters [23,24]. This is particularly the case with internal waters which can bridge electrostatic interactions between solute atoms and, thus, play a prominent role in enzyme catalysis and ligand binding [25,26]. Although theoretical studies have provided insight into the role of these molecules, our knowledge of their importance is still quite limited. For reasons of simplicity, interfacial and internal water molecules are often treated as bulk water in PBE calculations. This simplification is likely to be one of the main reasons for inaccurate predictions of the electrostatic potential in proteins in which such discrete water play an important role [27].

Induced dipoles exist in proteins as a consequence of the phenomenon called electron polarization. Electron polarization accounts for the reorientation of the electronic cloud around a nucleus in the presence of the local electrostatic field \( E(r_i) \), and is given by:

\[
(\mu_i)^{n+1} = \alpha E(r_i)^n
\]

(10)

where \( \mu_i \) represents the dipole moment of the induced dipole \( i \) defined by \( \mu_i = l_i q_i \) (\( l_i \) is the vector between two opposing induced charges \( q_i \) and \(-q_i\)), and \( \alpha \) is the proportionality constant called the molecular polarizability. \( E(r_i) \) designates the sum of electrostatic fields originating not only from partial charges and ions in solute and solution, but also from reoriented electronic clouds existing on other atoms in and around proteins. The values of \( \mu_i \) for all induced dipoles in the protein are solved using the iterative procedure, where \( \mu_i^{n+1} \) values are determined by the field \( E(r_i)^n \) from the previous iteration. Iterations of this complex many-body problem converge only with difficulty (this sometimes leading to a so-
called “polarization catastrophe”) and represent one of the main obstacles in accurately evaluating electrostatic interactions in proteins on the atomic level. In order to avoid the polarization catastrophe the damping parameter is usually introduced and, thus, the particularly long-range effect of electrostatic interactions in some proteins can be underestimated (Kukic et al. in preparation).

In order to avoid the explicit representation of induced dipoles in the solute by including them in the charge distribution \( \rho(r) \) (Eq. 8), the induced dipoles are instead replaced by \( \epsilon_p = 2 \) [12] if all other effects (permanent dipoles and protein relaxation) are included explicitly in the PBE. Induced dipoles of water molecules are also modeled implicitly in PBE using a dielectric constant of water of \( \epsilon_w = 80 \).

By using the spatially invariable protein dielectric constant (\( \epsilon_p \)) in the PBE to account for all polarizability phenomena, the heterogeneous dielectric nature of the protein interior is ignored. Therefore, efforts are currently being made to develop polarizable force fields which explicitly account for the effect of electronic polarization in the PBE. Although polarizable force fields like AMOEBA [28], CHARMM [20,21] and PFF [18] have been developed in the last few years, parameter sets for these polarizable force fields are still under development, and their behavior in free energy calculations is not yet completely understood. Readers interested in using polarizable force fields to evaluate protein-ligand binding free energies are encouraged to read the review by Warshel et al. [19] and recent article by Maple et al.[18].
3. Modeling electrostatic interactions in proteins

The importance of predicting protein characteristics, such as catalytic activity, stability and ligand/drug binding affinities, from protein 3D structures has led to the development of a wide range of electrostatic models in the last few decades. These models have been divided by Warshel and co-workers [4] into three groups: microscopic all-atom models, simplified microscopic models and continuum (macroscopic) models (see Figure 1 in [4]).

Microscopic all-atom models use detailed all-atom representations of both the protein and the solvent, and can be further divided into classical mechanical and quantum mechanical models. Formally rigorous all-atom models based on statistical mechanical approaches or molecular mechanics (MD) (Free Energy Perturbation (FEP) models and others) are very slow and often use inappropriate treatment of long-range electrostatic interactions [27]. These models are less attractive for calculating protein electrostatic energies because of the long convergence/calculation times. However, less computationally less expensive all-atom methods, such as the Linear Response Approximation (LRA) and the Linear Interaction Energy (LIE) methods, have emerged as useful tools in structure-based drug design. These methods (the LRA and LIE methods) together with more approximate and significantly faster approaches (PBE, PBSA, GB), which have proved to be quite effective, will be the main focus of this section.

3.1 Simplified microscopic models

It is a time consuming and complicated process to correctly treat the large number of water molecules in microscopic all-atom models when calculating the electrostatic field [4]. Therefore, many simplified models have been developed. The Protein Dipoles Langevin Dipoles (PDLD) model represents a simplified microscopic model where water molecules close to the catalytic/binding site are accounted for by dipole moments $\mu_i^w$ of so-called Langevin dipoles, whereas distant water molecules are treated as a continuum with $\varepsilon_w = 80$. Langevin dipoles are point dipoles whose time-averaged polarization is represented by a Langevin-type function rather than linear function given by Eq.10. An example of Langevin dipoles positioned on a cubic lattice around a protein-ligand complex is depicted in Figure 2.

Induced dipoles of solutes are included explicitly in the PDLD model, by assigning dipole moments $\mu_i$ to all atoms according to Eq.10. The values of the solute point charges are obtained from force fields, whereas the distribution of mobile ions in the solution is
approximated using the Boltzmann distribution (Eq. 4). The reorganization of the solute due to changes in the charge distribution is accounted for by MD simulations [29].

Since the charges in the PDLD model are not treated implicitly by a dielectric constant and since the relaxation of the protein structure is approximated using MD simulations, all relevant electrostatic interaction energies between solute charges are calculated using Coulomb’s laws (Eq. 2) and a dielectric constant of 1. The solvation energy of the solute due to the surrounding Langevin dipoles is also estimated using Coulomb’s law, whereas the solvation energy of the solute due to the surrounding distant water, represented as a continuum in the PDLD model, is calculated using the GB solvent model. The electrostatic energy between ions and solute is estimated using Coulomb’s law with a value of the dielectric constant being $\varepsilon = 40 – 80$ (for more details on the PDLD model consult [4] and the references therein).

The PDLD model, like all microscopic all-atom models, deals with large energy contributions i.e. electrostatic energies are not scaled by the dielectric constant in Coulomb’s law. Therefore, even small errors in calculating individual electrostatic energies can lead to large absolute errors when treating systems with thousands of atoms. In order to scale large energy contributions in the PDLD model and achieve the precision of the current semi-macroscopic models, Warshel and co-workers further introduced the “scaled microscopic” PDLD/S model [30]. The novelty in the PDLD/S model is represented by the fact that the solute-induced dipoles (and the reorganization of solute permanent dipoles) are accounted for implicitly by using a value of protein dielectric constant $\varepsilon_p = 2 – 6$. The scaled PDLD model defined this way gives results that are more stable than its microscopic counterpart [29,30].

The accuracy of the PDLD and PDLD/S models in reproducing electrostatic free energies has been assessed with a diverse set of problems in recent years. The problems range from the examination of solvation energies of small molecules in solutions, the prediction of solvation energies of ionizable groups in solvated proteins and electrostatic interactions between them, to the evaluation of electrostatic free energies in enzyme catalysis and ligand binding [4,27,30-33]. Calculations with the standard PDLD model showed a good agreement between calculated and experimental solvation energies of a variety of molecules in the solution [30]. Furthermore, both the PDLD and the PDLD/S models were demonstrated as being capable of reproducing self energies of acidic residues in proteins, charge-charge interaction energies between surface titratable groups and charge-charge interaction energies between buried titratable groups in the selected protein systems. The relevant benchmark
energies in these studies were derived using experimental pH-dependent titration curves of nuclei and mutagenesis studies of BPTI, subtilisin and cytochrome c protein systems. Compared to the PDLD, the PDLD/S model increases the precision of the energy calculations, mainly by scaling the relevant electrostatic energy terms (solvation and charge-charge interaction energy).

The PDLD and PDLD/S models have been further tested in enzyme catalysis and protein-ligand binding applications, and have given reasonable results [4,27,30-33]. The PDLD/S model with $\epsilon_p = 6$ gave best results in reproducing absolute reaction free energies of the trypsin and lysozyme catalyzed reactions.

3.2 Continuum models
Continuum models for modeling electrostatic interactions in proteins achieve a high level of computational efficiency by significantly reducing the level of details used to represent the solvent surrounding the protein. All continuum models treat the solute(s) as low-dielectric media with embedded atomic charges, which are immersed in a high-dielectric ionic solution. These models predict the electrostatic potential at every point in and around a protein for a given distribution of atomic charges and a given ionic strength. Graphical representations of electrostatic potential maps produced with continuum models have revealed the importance of electrostatic interactions in many biomolecular complexes in the last three decades. Especially the areas of ligand-binding specificity and diffusion-controlled ligand binding have been treated extensively with continuum methods. In this section we give an overview of the main characteristics of current continuum models. We concentrate on models based on the PBE and the GB framework.

PBE solvers and the protein dielectric constant
PBE solvers are able to calculate the electrostatic potential of complex protein molecules by using a spatial variation of the dielectric constants ($\epsilon$), the ionic strength ($I$), and the charge distribution ($\rho$) (see Eq. 8). The PBE can furthermore be solved quickly by employing an iterative procedure (see Figure 1) [34]. Permanent solute dipoles are modeled explicitly in the PBE as point charges located at atom centers, whereas mobile ions in solution are accounted for using the Boltzmann distribution (Eq.4). The dielectric constant models all contributions that are not explicitly included in the PBE, and its value differs for the protein and the solvent. The dielectric constant used for the solvent ($\epsilon_w = 80$) describes both induced and
permanent dipoles in the solvent, as well as the relaxation of the solvent around the protein. The protein dielectric constant $\varepsilon_p$ usually takes values from 2-20 depending on the exact type of calculation and the protein structure modeling scheme. When $\varepsilon_p$ reflects only the effect of electronic polarizability, values around 2 are used. When the reorganization of charges together with electronic polarizability is represented implicitly in the PBE model, the optimal value of $\varepsilon_p$ can increase sometimes to values more than 20 [35,36].

The main problem in employing $\varepsilon_p$ is that the value used for one application cannot be transferred to any other application. Typical examples of calculations that use different $\varepsilon_p$ are calculations of charge-charge interactions and/or calculations of charge solvation energies. When calculating charge-charge interactions assuming the rigid structure of the protein, the calculated interaction energies depend on the shape of the macromolecule and the exact position of the charges in the protein. Therefore, different values of $\varepsilon_p$ in PBE are necessary in order to mimic electrostatic interaction energies between different charged groups in proteins obtained by NMR titration experiment. Values as large as $\varepsilon_p = 40$ can be optimal for the calculation of charge-charge interactions in bovine βLG and HEWL (Kukic et al., in preparation). Furthermore, calculations of solvation penalties for moving ionizable groups from water to their position in the protein have been suggested to be more accurate if a smaller protein dielectric constant is used ($\varepsilon_p = 2 - 6$) [4,27]. Values of the protein dielectric constant are dependent on the parameters that are not described explicitly and, therefore, should be optimized separately for each particular application in order to achieve the desired level of accuracy.

A variety of PBE solvers are readily available, and range from multi-purpose software packages (UHBD [37], CHARMM [38], etc.) to stand-alone PBE solvers (APBS [13], DelPhi [39], ZAP [201], etc.). These PBE solvers have been used successfully in recent years for predicting solvation energies and electrostatic energy contributions to a wide range of processes. The role of solvation and electrostatic interaction energies on ligand/drug binding process and, therefore, the importance of PBE models in this phenomenon will be considered in detail in Section 4. For more information on using PBE solvers for calculating protein pKa values of titratable groups and, for predicting the pH-dependence of catalytic activity, protein stability and ligand-binding energies, see the review by Nielsen and the references therein [6].
PBSA

Predictions of solvation free energies using PBE models are often augmented with a term that describes the non-polar contribution to solvation. The additional non-polar term is usually estimated from the solvent-accessible surface area (SA), and PBE models used in conjunction with SA are referred to as PBSA models [40,41]. The non-polar solvation free energy $\Delta G_{\text{sol}}^{\text{non-pol}}$ that accounts for the cost of cavity formation and Van der Waals interactions with the solvent can be approximated using an equation of the following form:

$$\Delta G_{\text{sol}}^{\text{non-pol}} = \gamma A + b$$  \hspace{1cm} (11)

with $A$ representing the solvent-accessible surface area, and $\gamma$ and $b$ being the adjustable parameters. The values of $\gamma$ and $b$ are usually calibrated using experimentally determined solvation energies of small molecules.

With recent improvements in calculating the polar contributions of solvation free energies using MD simulations in conjunction with PBE/GB models (see the next section), the limitations of this simple SA model (Eq.11) are becoming more obvious [42-44]. New efforts to develop an extended treatment of non-polar solvation free energies, especially by separating the costs of Van der Waals interactions with the solvent and costs of cavity formations, have been constructed [45] and will hopefully increase the level of accuracy of current continuum models.

GB formalism

Binding free energies of protein-ligand complexes can be evaluated using the PBE (or PBSA) models in minutes of computer time. However, the screening of thousands of potential drugs usually requires higher computational efficiency than the PBE model can deliver. Therefore, very fast analytical methods based on the Born equation (Eq.9), Generalized Born (GB) models, have been widely used in the calculation of free energies of ligand binding, in computer-aided drug design (CADD), and in conformational analysis of proteins.

The GB models for ligand binding are based on the assumption that the screening of electrostatic interactions between two charges can be estimated by the degree to which the charges interact with the solvent [46]. The solutes in the GB models are described by collection of atoms, where each atom is represented by a sphere of a radius $a_i$, referred to as “effective Born solvation radius”. The point charge of each atom $q_i$ is positioned at the sphere’s centre. Like in the PBE models, the molecule in the GB model is described as a low-
dielectric volume $\varepsilon_p$ surrounded by a high-dielectric aqueous environment $\varepsilon_w$. Electrostatic interaction energies between point charges in GB models are calculated using Coulomb interactions in vacuo (Eq.2). The electrostatic solvation energy (“polarization energy”) of transferring a molecule from the protein to the aqueous environment is given by [40]:

$$\Delta G_{pol} = -166 \text{kcal/mol} \left( \frac{1}{\varepsilon_p} - \frac{1}{\varepsilon_w} \right) \sum_i \sum_j q_i q_j f_{GB}(r_{ij}, a_i, a_j)$$

(12)

where N is the number of atoms in the system, $r_{ij}$ is the distance between atoms $i$ and $j$, and $f_{GB}$ is the function that involves several empirical parameters. The effective Born solvation radius $a_i$ of the atom $i$ can be thought as the distance between the charge and protein-solvent boundary. This parameter is adjustable and its value is usually determined using the solvation free energy from the PBE by:

$$a_i = -166 \AA \left( \frac{1}{\varepsilon_p} - \frac{1}{\varepsilon_w} \right) \frac{1}{\Delta G_{pol}}$$

(13)

where $\Delta G_{pol}^{i}$ designates the solvation free energy of the unit charge positioned at the centre of the atom $i$ in the uncharged solute, whereas $\varepsilon_p$ and $\varepsilon_w$ represent relative dielectric constants of the solute and the solution in the PBE.

GB-based models are unable to calculate electrostatic potential maps of proteins and their parameters are usually optimized using the results obtained with PBE solvers [47-51]. Optimized and calibrated GB models are usually augmented by the hydrophobic contribution to binding and referred to as GB-SA models. With improvements in recent years, current GB-SA models are capable of achieving the similar level of accuracy as numerical PBSA methods [42,52]. Their high computational efficiency makes them suitable for drug-design applications and different versions of GB-SA models are implemented now in many ligand-docking programs [53-56].

3.3 Macroscopic models turn microscopic

The precision of macroscopic models that use rigid protein structures, as emphasized many times in previous chapters, is highly connected with the value used for the protein dielectric constant $\varepsilon_p$. Therefore, recent efforts in improving the existing macroscopic models have mainly focused on limiting the number of effects that are treated implicitly and thus ‘hidden’ in the protein dielectric constant. In other words: there is a drive towards making
macroscopic models more microscopic. The number of effects treated implicitly by the $\epsilon_p$ value can be limited by treating these effects explicitly, for example by modeling electronic polarization or protein conformational flexibility explicitly.

Several polarizable force fields have been reported recently, and it is a matter of time before continuum models will be able to explicitly account for the induced dipoles in protein interiors. Particularly promising is the work of Schnieders and co-workers [28] in developing the Polarizable Multipole Poisson-Boltzmann (PMPB) continuum electrostatics model, which is built on the AMOeba polarizable force field. The PMPB model have been tested on predicting the change of the protein dipole moment when the protein is moved from vacuum to solution, and the model proved able to mimic results obtained from the MD simulations with explicit water.

Another direction in improving the continuum paradigm includes the explicit incorporation of structural flexibility in the models. In classical PBE models, the response of the solute structure to changes in charge distribution (e.g. the pH-dependent titration of a titratable group) is accounted for by an average isotropic $\epsilon_p$ value. Therefore, PBE models are not able to account for the local anisotropic structural rearrangements in the protein. The first step in treating the structural relaxation microscopically in PBE models includes the optimization of hydrogen bonds and/or side chains of individual residues [57,58]. For example, selected side chains in the protein were assigned a few, predetermined rotamers depending on the charge distribution. These models have proven very successful in pKa predictions and they are still widely used. However, they still approximate the relaxation of the rest of the protein implicitly through the poorly defined protein dielectric constant.

A more radical step in including protein conformational flexibility explicitly in continuum models is to treat the solute using MD simulations. With this approach, the dielectric relaxation of a solute is modeled by structural rearrangements during the MD simulations. On the contrary, the effects of a high-dielectric solvent are still approximated by a continuum, and therefore the computationally expensive sampling over water degrees of freedom is still avoided. The first MD simulations of a protein using both the PBE and the GB models were performed by Gilson et al. for HIV-1 protease [59]. Ever since, MD simulations with GB and PBE models have been applied to study structural and dynamic properties of proteins [60], protein stability [61] and to predict pKa values [62,63].

The successful implementation of continuum models in MD simulations influenced the development of constant pH molecular dynamics. Unlike the classical MD simulations
where protonation states of all titratable groups are kept fixed, the constant pH MD simulations allow for the change of protonation states of titratable groups during the simulations. The sampling of protonation states in the protein is usually implemented using the PBE [64-66] or GB model [62] combined with Monte Carlo sampling. The constant pH MD simulations account for the aqueous environment in a realistic way and, therefore, their main contribution is likely to be in studies of pH-dependent conformational changes and the pH-dependence of protein stability [42]. The accuracy of constant pH MD simulations have been assessed in reproducing the experimental pKa values, and results have generally been encouraging [63,66,67].

The recently developed MD-based models are also prevalent in the studies of ligand binding and computational drug-design. The LRA and the LIE methods have been developed by Warshel and Åquist as an alternative to more time consuming FEP-based approaches. Both the LRA and the LIE methods proved to be more useful in computationally demanding problems as they employ conformational averaging only in the associated and dissociated states of a protein and a ligand.

The binding free energy in the LRA method is decomposed in electrostatic and non-electrostatic components. The non-electrostatic component is hard to estimate and consist of hydrophobic, Van der Waals, conformational entropy and water-penetration terms. The electrostatic part in the LRA model is evaluated from MD simulations in charged and non-charged forms of the ligand, by averaging electrostatic energies using the following equation (see the thermodynamical cycle in Figure 2 ref [68]):

$$\Delta G_{\text{bind}}^{el} = \frac{1}{2} \left[ \langle U_{P-L}^{el} \rangle_{on} + \langle U_{P-L}^{el} \rangle_{off} + \langle U_{W-L}^{el} \rangle_{on} + \langle U_{W-L}^{el} \rangle_{off} \right]$$ (14)

where $U^{el}$ represents the electrostatic energy between the ligand (L) and its surroundings, protein (P) and water (W), and it is calculated using Coulomb’s law (Eq.2). Brackets $\langle \rangle$ designate MD averages over trajectories obtained in both charged (on) and non-charged (off) states of the ligand.

The LRA method has usually been tested in combination with PDLD (PDLD-LRA) and PDLD/S (PDLD/S-LRA) models and performed particularly well in discriminating ligands with different binding affinities for the given receptor [27]. The exceptionally good correlation between PDLD/S-LRA predictions with a low $\varepsilon_p$ value and observed binding free energies of HIV protease inhibitors has been recently reported [27,68].
The LIE approach adopts the electrostatic contribution to binding free energy given by Eq. 14, but neglects the \( \left\langle U^{\text{eff}} \right\rangle \) terms in both protein and water environments. It has been shown that this approximation is valid in ligand-water interactions, but can be important in protein-ligand interactions when the protein provides pre-organized environment in order to stabilize the residual ligand charges [68]. The non-electrostatic component in the LIE method is approximated using an empirical scaling of Van der Waals interactions for the bound and free ligand with its surroundings, protein and water.

The reliability of the LIE model in reproducing experimentally determined binding free energies has been extensively tested in recent years [69-71], and results showed the average unsigned error of 0.8 kcal/mol in predicting binding free energy of binding a set of non-nucleoside inhibitors to HIV-1 reverse transcriptase [72]. The LIE model was successfully used in combination with docking algorithms and proved to be able to correctly predict binding modes for a set of HIV-1 reverse transcriptase inhibitors [70,72]. Furthermore, the LIE approach in combination with two continuum models, PBE and GB models has been tested to predict ligand-binding free energy for a set of inhibitors against aspartic protease plasmepsin II [73]. The continuum models in this hybrid approach have been used in evaluation of ligand-water interaction energies, and close agreement between experimental binding free energies and predicted results has been reported [73].

Another group of hybrid free energy models extensively used in protein-ligand binding consists of: Molecular Mechanics PBSA (MM/PBSA) and Molecular Mechanics GBSA (MM/GBSA) models. Both the MM/PBSA and the MM/GBSA models use MD simulations of the complex, the unbound protein and the unbound ligand in order to calculate the average potential and solvation energies. Potential energy is calculated using empirical force fields, with electrostatic contribution of charge-charge interactions evaluated by the Coulomb’s law. Polar and non-polar solvation energies are predicted using either the PBSA or the GBSA model. The free binding energy is given by [74]:

\[
\Delta G_{\text{bind}} = \left\langle U_{\text{PI}} \right\rangle - \left\langle U_{\text{P}} \right\rangle - \left\langle U_{\text{L}} \right\rangle + \left\langle G_{\text{PI}}^{\text{pol}} \right\rangle - \left\langle G_{\text{P}}^{\text{pol}} \right\rangle - \left\langle G_{\text{L}}^{\text{pol}} \right\rangle - T \Delta S \tag{15}
\]

where \( U \) and \( G \) designate potential energy and total solvation energy, respectively, in the protein, ligand and protein-ligand complex. \( \Delta S \) represents the entropy change upon binding, \( T \) is the temperature, and brackets denote the Boltzmann averaging of energies over bound and unbound conformations.

The MM/GBSA has prevailed in ligand-binding applications due to higher computational efficiency comparing to the MM/PBSA model [42]. Several variations of
MM/GBSA models have been tested in recent years and compared with experimental data and microscopic models [75-80]. For the majority of applications, MM/GBSA models showed the strong correlation between experimental and computational data.
4. Electrostatics in protein-ligand binding

Electrostatic interactions play a major role in determining protein-ligand binding specificity and the rate of protein-ligand association. An accurate and fast evaluation of electrostatic free energies of protein-ligand complexes is likely to become a key factor in future CADD studies [27]. In the following we review the use of continuum electrostatic models in protein ligand-binding studies. We concentrate on the role of electrostatics in determining the association rates of diffusion-limited enzymes, the electrostatic contribution to protein-ligand binding affinities, and the dominating role that electrostatics plays in determining the pH-dependence of the binding constant.

4.1 Ligand-binding affinity

The binding affinity of a ligand to a protein controls the ligand concentration needed to achieve a high saturation of the protein. In the case of drug design, it is essential to achieve a tight association (high association constant, $K_A$) in order to minimize the drug concentration needed during treatment. A lower drug concentration during treatment lowers the risk of side effects caused by non-specific binding or binding to non-target proteins, and is generally beneficial for issues related to administration, toxicology, metabolism, cost, etc. The prediction of the binding affinity of a drug typically relies on structure-based energy calculations performed according to the following thermodynamic cycle:

$$
\Delta G_{\text{bind}} = \Delta G_{PL} - \Delta G_P - \Delta G_L = -RT \ln K_A
$$

(16)

where $K_A$ represents the association constant, $R$ is the gas constant and $T$ refers to the absolute temperature. Eq.16 defines the free energy of binding $\Delta G_{\text{bind}}$ as the difference between the free energy of the solvated protein-ligand complex $\Delta G_{PL}$ and the free energy of the solvated protein $\Delta G_P$ and solvated ligand $\Delta G_L$, individually. Evaluating the $\Delta G_{\text{bind}}$ value with acceptable reliability and accuracy is crucial for ranking candidate ligands in CADD. Unfortunately, it is very difficult to predict $\Delta G_{\text{bind}}$ accurately using current structure-based energy calculation methods since issues such as conformational changes, ligand and water entropy, and protein electrostatics are poorly understood and only modeled approximately using current methods.
The electrostatic free energy $\Delta G_{el}$ of binding represents an integral part of $\Delta G_{bind}$ and the accurate evaluation of this term is of utmost importance for drug discovery. Computational models in ligand-binding applications usually decompose $\Delta G_{el}$ into a favorable charge-charge interaction energy (often called the Coulombic energy) and an unfavorable desolvation penalty:

$$\Delta G_{el} = \Delta G_{coul} + \Delta G_{desolv} \quad (17)$$

where $\Delta G_{coul}$ refers to free energy changes in charge-charge interactions upon binding, and $\Delta G_{desolv}$ represents the energy penalty associated with moving the ligand from bulk water into the binding site of the protein. One example of the thermodynamic cycle used in the PBE solver is depicted and explained in Figure 3.

The prediction of $\Delta G_{el}$ is very sensitive to the particular computational model used and evaluation of $\Delta G_{el}$ has been the subject of many recent computational studies [81-84]. The computational efficiency represents a bottleneck of microscopic models in screening the potential drug candidates (i.e. these models are much too slow), whereas the problematic concept of the protein dielectric constant defines the major problem for the accuracy of macroscopic models (see previous sections).

4.2 Electrostatic enhancement of diffusion-controlled protein-ligand association

Apart from the role of electrostatics in determining the binding specificity of a biological macromolecule, long-range electrostatic interactions furthermore play a prominent role in steering charged ligands into the protein binding site. This phenomenon was originally demonstrated for Acetylcholine esterase and SuperOxide dismutase using Brownian dynamics simulations and protein electrostatic potential maps [85,86]. Electrostatic steering has been shown to be of particular importance in biological processes where speed is of the essence, such as the clearance of free radicals and the degradation of neurotransmitters. Therefore when designing drugs that target proteins whose function is diffusion-limited it is important to consider both the affinity of binding and association rates.

The electrostatic enhancement of binding association rate has been studied extensively in recent years by Zhou, Schreiber and co-workers [82,87-90]. In order to better understand the role of long-range electrostatics in protein-ligand association kinetics, they used the hypothetical two-step kinetic scheme:
where $k_D$ and $k_D$ represent the diffusion-controlled association and disassociation rate constants, and $k_c$ is the reaction-controlled rate constant. The loose complex (P*L) is referred to as an “encounter complex” and is formed before the ligand is docked into its final position in the binding pocket. In comparison to the final complex C which is stabilized by favorable interactions of many forces (hydrophobic interactions, hydrogen bonds, aromatic stacking, electrostatic and Van der Waals interactions), the encounter complex P*L is predominantly stabilized by long-range electrostatic interactions between the protein and the ligand. Favorable electrostatic interactions are produced by complementary charge distribution between binding partners, and the steering force enhances the overall association rate according to the equation:

$$k_{on} = k_{on}^0 e^{-\frac{\Delta G_{el}}{RT}}$$

(19)

with $k_{on}$ and $k_{on}^0$ being the overall association constants in the presence and absence of electrostatic forces and $\Delta G_{el}$ being the electrostatic free energy of the encounter complex. The accurate evaluation of the electrostatic energies represented in the $\Delta G_{el}$ term in Eq.19 is necessary for accurately predicting the effect of long-range electrostatics in increasing protein-ligand association rates.

The validity of Zhou and Schreiber’s model and the decisive role of electrostatic forces in regulating the association rates of many protein-ligand complexes have been demonstrated by many experimental studies in recent years [89,91-96]. The model is now generally accepted and widely used [88,97,98] in protein engineering studies, where one is able to predict mutation candidates inside and outside the protein binding pocket in order to achieve faster and tighter binding of protein-ligand complexes.

4.3 pH-dependence of protein-ligand binding

The pH-dependence of protein-ligand binding arises from changes in the pKa values of ionizable groups upon complex formation. It is well-known that the pKa values of some ligand titratable groups are perturbed from their solution values when the ligand binds to its receptor. The change in pKa values causes protons to be released or consumed upon binding [99-105]. The changes in pKa values of the ligand and the protein upon complexation are therefore of importance to the affinity of the drug [106], and pKa calculations of protein
and ligand titratable groups should thus be integrated into docking and screening algorithms [107,108].

The pH-dependent correction to a binding free energy $\Delta G_{\text{bind},pH}$ is usually predicted using the following equation:

$$\Delta G_{\text{bind},pH} = \int_{pH_{\text{ref}}}^{pH} \ln(10) kT \Delta Q_{\text{bind}}$$

for various values of pH. $pH_{\text{ref}}$ in Eq.20 represents the reference pH value when $\Delta G_{\text{bind},pH}$ is assumed to be zero, $k$ is the Boltzmann constant and $T$ is the absolute temperature. The value $\Delta Q_{\text{bind}}$ refers to the amount of charges released into solution or consumed from it upon the binding ($\Delta Q_{\text{bind}} = Q_{pL} - Q_{p} - Q_{L}$). For more information on the pH-dependence of the ligand-binding process readers should consult the recent review by Jensen [109] and the references therein.

Several computational studies that reported changes of protein pKa values upon protein-protein binding have been reported recently, among which the studies by Klebe et.al. [99] and Jensen et.al. [103] are especially noteworthy. Experimental evidence of proton uptake/release induced by ligand binding was reported for a series of ligands bound to the serine proteases trypsin and thrombin [110]. In the first study, authors were able to reveal receptor residues with altered protonation states using PBE model-based pKa calculations and to correctly predict the trend in $\Delta Q_{\text{bind}}$ after complex formation. In the latter study the empirical method for pKa predictions PROPKA [111] has been used for calculating pKa values of 75 protein-protein complexes and their corresponding free forms. The results showed considerable net changes in protonation states of complexes $\Delta Q_{\text{bind}}$ relative to free forms. Furthermore, the reported pH-dependent corrections to a binding free energy $\Delta G_{\text{bind},pH}$ were able to induce the changes of the binding constant as high as three orders of magnitude.

Calculations of pKa values in drugs and drug-receptor complexes are time-critical since hundreds of thousands of such pKa predictions must be carried out during a virtual screening exercise. Recently reported models for determining pKa values of ionizable groups in drug candidates are usually based on quantum mechanics [112,113] and empirical predictions [114,115]. Readers interested in various approaches in predicting pKa values of ionizable groups in ligand molecules are encouraged to read the excellent review by Alexov and co-workers [106] and the references therein. On the other hand, calculations of pKa
values of ionizable groups in receptor proteins are typically performed as part of a general *in silico* characterization of a protein. Therefore, these pKa values are calculated using standard microscopic and macroscopic models (given in Section 3) or even empirical models [111] of electrostatic interactions in proteins and their proper evaluation is necessary in ligand-binding applications.
5. Future perspectives

In this review we have drawn attention to the importance of accurate modeling of electrostatic effects in proteins and protein-ligand complexes. We have mainly focused on continuum models to predict the electrostatic potential in and around proteins. Despite the fact that continuum models introduce some drastic assumptions in the calculation of electrostatic interactions in proteins, they have enjoyed a widespread quantitative success in treating the wide range of electrostatic-mediated processes, including enzyme catalysis, protein stability, ligand binding and protonation equilibria. The need to adjust the value of the protein dielectric constant for different applications is the main problem connected with using continuum models, since it is hard to know, a priori, which dielectric constant will work well for a given problem. However, we believe that continuum methods can be improved significantly by modeling specific effects explicitly. In particular we argue that improvements will come from the proper treatment of internal water molecules, and from using NMR titration experiments and vibrational Stark effect (VSE) spectroscopy to provide us with “real-world” measurements of the electric field in protein interiors.

As emphasized in previous sections, continuum models treat water by replacing it with the medium of a dielectric constant of 80. For this reason, continuum models are able to achieve a high level of efficiency by predicting the average solvation properties of water rather than averaging over the electrostatic interactions of thousands of explicit water molecules. However, sometimes water molecules are not ‘average’ and their effect is consequently reproduced inaccurately by a continuum model. This is the case for conserved water molecules in protein-ligand complexes that bridge interactions between ligand and protein [116], tightly bound water molecules in active sites and other cavities, and in these cases it is therefore important to treat the water molecules explicitly. Warshel and co-workers proposed a thermodynamic cycle which accounts for “water penetration” effect in the binding process by mutating the ligand to water molecules in both the protein binding site and in solution (see Figure 15.8 in [27]). We believe that explicit treatment of water molecules near an area of interest (an active site or a binding site), as implemented by Warshel et al. in the PDLD model [117], can be essential in further improvements to continuum methods. The preliminary research in this area has focused on so-called “hybrid models”, i.e. models that incorporate the details of solvent in the simulation as they are needed [118,119]. However, developing a criterion for choosing the particular water molecules for explicit treatment and...
the determination of their position around the protein molecule will present a formidable challenge.

A continuum model represents a valuable tool in many applications, but only when the protein dielectric constant is calibrated properly for the particular system using the relevant experimental data. NMR pH-dependent titration curves induced by “through-space” electric effects, measured on many nuclei in a protein, present a unique type of data that can provide us with the desirable resolution of electrostatic field strength in protein interiors. By predicting the effects of ionizable groups on measured pH-dependent NMR titration curves with Buckingham’s formula [120] and comparing these with measured “Ghost titrations”, we can extract the “3D maps” of $\varepsilon_p$ with almost atomistic resolution [120-122]. Furthermore, establishing a correlation between local $\varepsilon_p$ values and properties of their immediate vicinity (charge distribution, flexibility of the local environment, the distance to protein-solvent boundary, packing density of atoms, or even atom and amino acid types) can make this model generally. A similar method for determining the position-dependent value of dielectric constant in lipid bilayers, using MD simulations and Fröhlich-Kirkwood theory, have been proposed recently by Stern et al. [123] and Nymeyer et al. [124]. Their “dielectric profile” of the lipid bilayer represents a good attempt in understanding the heterogeneous nature of macromolecules. Furthermore, we argue that macroscopic theories can be proved reliable enough only when the consistent 3D $\varepsilon_p$ maps can be applied for different types of applications with similar success i.e. identical atomic $\varepsilon_p$ values should be used in different electrostatic energy calculations and show a reasonable agreement with experiments. Of course, the employment of 3D $\varepsilon_p$ maps must be accompanied by the necessary adjustments in the force field parameters (atomic radii and atomic charges) and the characteristics of the protein-solvent boundary.

Another powerful method for probing electrostatic fields in protein interiors is Stark effect spectroscopy. The Stark effect has been studied for nearly 100 years now, and it represents the spectral changes in the presence of electrostatic field. Stark shifts of suitable probes can be used to measure not only the changes in magnitude of electrostatic field, but also the changes in the direction of electrostatic field in the protein. Changes in the electrostatic field can be detected when residues are mutated, the protein changes conformation and when a ligand binds [125,126]. In a recent study by Webb and Boxer [127], mutation-induced changes in the electrostatic field of the active site of human aldose
reductase (hALR2) was measured using vibrational Stark effect (VSE) spectroscopy. Different mutations of the hALR2 residues were constructed and the changes in the local electrostatic field were observed using a nitrile probe attached on the hALR2 inhibitor. The experimental results were further compared with the classical PBE calculations, and revealed a significant discrepancy between predicted and experimental data. Therefore, we argue that optimisation of current electrostatic models in proteins using experimental data obtained from NMR and Stark spectroscopy simultaneously constitutes a possible route to achieve an improved understanding of protein electrostatics.

Despite the modest advances in accurate predictions of protein-ligand binding energies in the recent years, there is no doubt that CADD will play a prominent role in pharmaceutical industry in the future. CADD is expected to be the main tool in discovering new, more effective drugs, but also in anticipating the mutations that will be developed by a resistant strain [128-130] and creating the relevant drugs to treat them. Electrostatic free energies play a prominent role in predictions of ligand-binding free energy, and the full potential of CADD will, therefore, only be realized once we are able to accurately calculate electrostatic energies and forces in and around proteins. Thus, the calculation of electrostatic interactions in proteins arguably presents one of the largest obstacles in improving the accuracy and usefulness of structure-based energy calculation algorithms and major improvements on multiple fronts in electrostatic modeling is expected in the near future.
6. Executive summary

- Permanent dipoles, induced dipoles and the ionic strength of a solution modulate electrostatic interactions inside and outside proteins. Protein permanent dipoles are described explicitly in continuum models of electrostatic interactions, whereas induced protein dipoles and water molecules are represented by the protein and solvent dielectric constants. Mobile ions are treated statistically using the Boltzmann distribution.

- Convergence and low computational efficiency are the main shortcomings of rigorous all-atom models (FEP) of electrostatic interactions. Simplified microscopic models developed by Warshel and co-workers treat water molecules close to the active(binding) site by Langevin dipoles, and bulk water as a continuum. The PDLD and PDLD/S models perform better than microscopic models, but are still slower than macroscopic models.

- Macroscopic continuum models of electrostatic interactions (the PBE and GB-based models) have been remarkable successful in explaining the wide range of phenomena in the last 20 years. However, the accuracy of these models is highly dependent on the value used for the protein dielectric constant.

- MD-based macroscopic models represent protein conformational flexibility explicitly by solving Newton’s equations for motion of the solute. MM/PBSA, MM/GBSA, LRA and LIE-based models, along with constant pH MD simulations have gained popularity for applications in ligand binding and studies of protein conformational changes.

- Electrostatic interactions between charged and polar groups in proteins and ligands play a major role in protein-ligand binding specificity, the pH-dependence of the binding constant and in determining the rate of ligand binding. Therefore, an accurate and fast evaluation of electrostatic free energies in ligand/drug binding is likely to become a key factor in future CADD studies.

- Validation of current electrostatic models against multiple types of experimental data (e.g. NMR and Stark spectroscopy measurements) provides a novel route for constructing fully consistent models of electrostatic interactions in proteins.
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* This recent review focuses on microscopic models of electrostatic interactions in proteins and their application in studying pKa values, redox potentials, ion and proton channels, enzyme catalysis, ligand binding and protein stability.

* This article describes the PBE model which is able to account for protein induced dipoles using AMOEBA polarizable force field.

** This chapter gives an overview of the PBE and explains numerical methods to solve it. Furthermore, the applications of the PBE model in predicting solvation free energy, ligand binding free energy and pKa values are given.

** This article, which builds on previous work by Zhou and Schreiber, describes the role of electrostatic interactions in the association rate of binding partners. The authors achieve a good agreement between experimental and calculated association rate data using the PBE, and discuss the sensitivity of the model on the dielectric boundary definition.

* This article predicts NMR pH-dependent titration curves of amide nuclei in β-lactoglobulin using Coulomb’s law and Buckingham’s formula. A good correlation between predicted and experimental chemical shift can be used in validations of PBE models using the NMR spectroscopy.

** This recent article suggests the usage of VSE spectroscopy with the nitrile probe as a general tool for measuring electrostatic fields in proteins. Measured experimental electric field values revealed substantial disagreement with the values predicted using the PBE model.
FIGURE LEGENDS

Figure 1. “Sequential focusing” algorithm in solving the Finite Difference Poisson-Boltzmann equation. The coarse grid is used for the protein and the solvent, whereas the fine grid focuses only on the region of interest. Dielectric constant, charge density and ionic strength are assigned to each point of the grid in the iterative procedure. Electrostatic potential values calculated in the current step are used as the initial values in the next step.

Figure 2. A simulation set-up for efficient free energy ligand-binding calculation. The protein (given by the secondary structure) and substrate (red) are represented explicitly, as is a sphere (radius 20Å ) of water (purple) centered on the binding site. The electrostatic effect of distant water on the binding site is approximated by Langevin dipoles (blue). The atoms in the volume defined by the explicit solvation sphere are simulated freely while those outside the sphere are restrained.

Figure 3. A thermodynamic cycle that illustrates the numerical procedure for calculating the binding free energy from PBE model. Step1: complex dissociation in a homogeneous dielectric environment with solute dielectric constant (red); Step 2: transfer of binding partners to an inhomogeneous dielectric environment with solute and solvent (blue) dielectric constants; Step 4: transfer of protein-ligand complex from homogeneous to inhomogeneous dielectric environment. The binding free energy of protein-ligand complex is depicted by Step 3. It is important to stress here that many contribution (van der Waals energy, configurational entropy, mechanical effects...) to binding free energies are neglected here (adapted from [202]).