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Modelling the quasi-static behaviour of bituminous material using a cohesive zone model
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Abstract: This paper investigates the applicability of a cohesive zone model for simulating the performance of bituminous material subjected to quasistatic loading. The Dugdale traction law was implemented within a finite volume code in order to simulate the binder course mortar material response when subjected to indirect tensile loading. A uniaxial tensile test and a three-point bend test were employed to determine initial stress-strain curves at different test rates and the cohesive zone parameters (specifically, fracture energy and cohesive strength). Numerical results agree well with the experimental data up to the peak load and onset of fracture, demonstrating the value of the cohesive zone modelling technique in successfully predicting fracture initiation and maximum material strength.
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Nomenclature:

- $a$: notch depth (mm),
- $b$: thickness of the specimen (mm),
- $b_n$: net specimen thickness ($b_n = b$ if no side grooves are present) (mm),
- $W$: width of the specimen (mm),
- $b_0$: $W - a$ (mm), un-notched part of the specimen,
- $E$: tangent modulus (MPa),
- $G_{lc}$: fracture energy ($J/m^2$),
- $G_{el}$: elastic component of $G_{lc}$,
- $G_{pl}$: plastic component of $G_{lc}$,
- $K_{lc}$: fracture toughness ($Pa.m^{1/2}$).
\[ L \] span between beam supports (mm),
\[ m \] slope of the tangent of the elastic region of the load vs deflection curve (N/mm),
\[ P_{\text{fail}} \] applied failure load (N),
\[ U \] area under the load vs displacement curve, between zero and the crack initiation load, (J),
\[ \Delta_y \] vertical displacement of the ITT test specimen (mm),
\[ t \] thickness of the ITT test specimen (mm),
\[ \dot{\varepsilon}_{\text{max}} \] maximum strain rate (s\(^{-1}\))
\[ \dot{\delta}_{\text{max}} \] maximum test rate (mm/s),
\[ \delta_{\text{sep}} \] critical separation distance (mm),
\[ \sigma_{\text{max}} \] tensile strength (MPa),
\[ \nu \] Poisson’s ratio.

1. **Introduction**

Fatigue cracking has long been considered to be a major source of failure in asphalt pavements. Once a crack is initiated in a small area in the pavement, its bearing capacity is decreased and the surrounding undamaged sections of the pavement must carry more load, increasing the potential for crack propagation. In order to predict pavement performance, and its associated service life, a sound understanding of crack initiation mechanisms and crack growth is essential. To characterise the crack resistance of a bituminous mix it is necessary to understand how and where cracks will initiate and subsequently grow to failure. Hartman and Gilchrist [1] studied the process of asphalt pavement cracking through experimental investigations and successfully characterised fatigue behaviour (crack propagation) of two bituminous mixtures by applying a Linear Elastic Fracture Mechanics (LEFM) modelling approach. However, they found that LEFM underestimates the extent of damage that occurs in bituminous materials as LEFM does not consider visco-elastic properties of bituminous materials. Recently Soares et al. [2] have presented a new model based on LEFM theory which considers material visco-elastic behaviour. They adopted a Cohesive Zone (CZ) model within a Finite Element (FE) code to simulate crack growth in an asphalt mix submitted to indirect tensile loading. In contrast to conventional fracture mechanics models, which are based on pre-existing cracks in a body, CZ modelling provides a means of predicting initiation and evolution of a crack in homogenous un-cracked materials until full fracture [3]. Georgiou et al. [4] and Chen et al. [5] illustrated that use of a commercial finite element code (e.g. ABAQUS) and CZ method in fracture analysis can cause significant numerical instabilities. Therefore, in order to
ensure greater numerical stability an open source Finite Volume (FV) code, OpenFOAM [6] was chosen as a suitable alternative. FV method is well known in computational fluid dynamics and has recently emerged as a powerful tool in solving dynamic stress analysis problems [7-10].

Cohesive zone modelling was pioneered by Barenblatt [11] who developed the concept of a cohesive zone to study perfectly brittle materials. Later, Dugdale [12] used the cohesive process zone concept to study materials exhibiting plasticity. Hillerborg et al. [13] successfully extended the cohesive zone concept to study nonlinear fracture processes in concrete. In the last decade or so, the popularity of the CZ concept has increased. The concept has been used to simulate fracture under static and dynamic loading conditions in a number of materials including bituminous materials [14-16], polymers [17-19], metals [20], ceramics [21], composite materials [22,23] and adhesive joints [4,24,25].

The CZ model is usually described using two parameters: fracture energy, $G_{IC}$, and either the maximum cohesive strength, $\sigma_{\text{max}}$, or the critical separation distance, $\delta_{\text{sep}}$. In the original cohesive zone concept, Barenblatt [26] defined the maximum predefined stress for mode I crack initiation, as the theoretical strength, $\sigma_{\text{max}}$, which is usually several orders of magnitude higher than the actual strength of a solid (often taken as $E/10$, where $E$ is Young’s modulus). Furthermore, the original Barenblatt/Dugdale CZ model or traction-separation law is initially rigid. From the instant when the normal tractions on cohesive surfaces reach the cohesive strength, $\sigma_{\text{max}}$, the cohesive surfaces behave according to the traction-separation law which prescribes the nature by which cohesive surfaces separate from each other. Damage progresses until the separation reaches its critical value $\delta_{\text{sep}}$. At this stage, the material is in a traction free state and is considered to be fractured.

According to Hillerborg [27] the critical mode I energy release rate, $G_{IC}$ can be computed as:

$$G_{IC} = \int_{\delta_{\text{sep}}}^{\delta_{\text{m}}} \sigma d\delta$$

(1)

Where, $\sigma$ is the traction acting between the separating surfaces and $\delta$ is the separation distance between them.

Williams and Hadavinia [28] stated that the shape of the CZ curve is generally believed to be unimportant to the material separation behaviour, although a wide range of CZ shapes have been used for modelling the fracture of different materials. Furthermore $G_{IC}$ is considered to be the main parameter governing both the material surface decohesion and the associated fracture
process. However, there is a number of papers where a strong influence of the shape of the traction-separation law is demonstrated [29-33].

This paper investigates the applicability of the combined cohesive zone within finite volume model in assessing the behaviour of a bituminous mix subjected to indirect tensile loading. The mode I Dugdale CZ model was used to describe material separation behaviour. The material is modelled as a linear elastic – ideal plastic material by adopting the von Mises criterion and Prandtl-Reuss flow rule [34]. Rate dependent material properties and CZ material parameters are independently characterised from experimental procedures. The influence of the shape of the traction separation law was not considered in this paper.

2. Material

The objective in designing the mortar mix in the present research was to reproduce mortar mix proportions as they exist in a typical binder course mix [35-38]. The binder course mortar mix proportions were calculated using only constitutive materials passing through a 6.3mm sieve size, namely sand and Crushed Rock Fines (CRF). The composition of the binder course mix design is listed in Table 1.

Table 1 Aggregate proportion design for 20mm binder course mix.

<table>
<thead>
<tr>
<th>Aggregate</th>
<th>% Aggregate in Mix</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 (mm)</td>
<td>31</td>
</tr>
<tr>
<td>14 (mm)</td>
<td>12</td>
</tr>
<tr>
<td>10 (mm)</td>
<td>18</td>
</tr>
<tr>
<td>Sand</td>
<td>12</td>
</tr>
<tr>
<td>CRF</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 2 illustrates the proportion of various solid components and air voids in the binder course mortar mix. The data presented in Table 2 illustrates an increase in added binder content in the mortar mix in comparison to the 4.5% used in the binder course mix. This occurs as a result of the increase in the surface area of the aggregates in the mortar mix. The mortar mix contains only fine aggregate, which has a greater surface area than a mix containing large aggregates. In order to ensure the retention of the same aggregate binder film thickness, a greater percentage of binder must be added to the mortar mix. By gauging the exact volumetric composition of the original mix, it was determined that the air voids in the mortar mix would be 12%, as indicated in Table 2, and
the target density would be 2.092g/cm³. In order to gauge the exact void content for the mortar mix, a compaction test was conducted using the gyratory compaction method [39].

Table 2 Mortar mix design. Percentage content of solids is given by weight.

<table>
<thead>
<tr>
<th>Mix Constituent</th>
<th>% Content in Mix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>27.5</td>
</tr>
<tr>
<td>CRF</td>
<td>61.8</td>
</tr>
<tr>
<td>Binder</td>
<td>10.7</td>
</tr>
</tbody>
</table>

Air void content = 12%

3. **Experimental procedures**

The uniaxial tensile test and three-point bend (3PB) test methods were employed in order to determine material stress-strain curves and the CZ parameters \((G_{lc}, \sigma_{max})\) [40-43]. These and similar methods were used by Soares et al. [2], Song et al. [14], Kim et al. [15] and De Souza et al. [16] for the determination of asphalt pavement parameters.

3.1 **Determination of stress – strain curves and CZ Strength (\(\sigma_{max}\))**

The uniaxial tensile test was employed in order to determine the binder course material stress-strain curves and CZ strength \((\sigma_{max})\). In this work, it is assumed that CZ strength \((\sigma_{max})\) is equal to Ultimate Tensile Strength (UTS) of the material at a given strain rate. Similar assumption was used by a number of authors. For example, numerical predictions were found to closely fit experimental results in fracture of adhesive joints when \(\sigma_{max}\) in taken as UTS [4, 24, 25]. A uniaxial tensile test design procedure devised by Dunhill et al. [44] was employed in this study. The tensile test specimen geometry is presented in Figure 1(a). A special compaction method was designed to manufacture the tensile specimen. The compaction mould was constructed by incorporating two side inserts into the standard concrete compaction mould [45].

Figure 1(b) illustrates the uniaxial tensile test system set up. The test specimens were fastened by applying a combination of marine Epiglass HT 9000 epoxy resin and hardener to the two custom-made loading plates. In order to minimise the effects of bending on the loading plates, the plates were constructed from high stiffness tool steel \((E \approx 207GPa)\). The uniaxial tension tests were conducted at a room temperature of 20°C at three test rates: 1, 0.1 and 0.01mm/s, with four repeats per test condition.
The results presented in Figure 2 show the load-displacement response of the mortar mix materials subjected to uniaxial tensile loading conditions. The strain-rate sensitivity of the material resulting from the different applied test rate results is clearly evident in Figure 2. In each case material failure occurs in a very gradual, ductile manner. Figure 3 illustrates the material stress strain response. The irregular shape of the test specimen gives rise to an irregular strain distribution throughout the specimen. Such irregularities cause greater than average strain values at certain sections within the specimen. The highest strains are expected to occur at the mid plane of the specimen. Knowing the specimen geometry, it is possible to determine a strain concentration factor to calculate the exact strain level at the middle of the test specimen [45]. For this research the strain concentration factor was calculated as 1.35, i.e. the strain in the middle of the test specimen is 35% greater than the average strain. Where the average strain is defined as the ratio of the displacement over the gauge length of the test specimen. The Young's modulus, $E$, of the binder course mortar mixtures, under various loading conditions, were determined using a linear regression analysis performed on initial elastic part of the uniaxial tensile test data, (see Table 3 for details of parameters). The test results demonstrate that increasing the test rates enabled the material to withstand higher stress levels.
Figure 2 Uniaxial tensile test load vs displacement results for BC mortar mix at 20°C.

Figure 3 Uniaxial tensile test stress vs strain, results for BC mortar mix at 20°C.

Table 3 Measurements of mortar mix material properties subjected to the uniaxial tensile loading, for different test rates.

<table>
<thead>
<tr>
<th>Test rate (mm/s)</th>
<th>Max strain rate (s⁻¹)</th>
<th>Young’s Modulus (MPa)</th>
<th>Tensile strength (N/mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.35 E-2</td>
<td>274.3</td>
<td>2.07</td>
</tr>
<tr>
<td>0.1</td>
<td>1.35 E-3</td>
<td>124.8</td>
<td>1.10</td>
</tr>
<tr>
<td>0.01</td>
<td>1.35 E-4</td>
<td>46.0</td>
<td>0.47</td>
</tr>
</tbody>
</table>
3.2 Determination of CZ Fracture Energy ($G_{ic}$)

The 3PB test method, as described in ASTM E 1820 [46], was employed in order to determine the binder course mortar mix fracture energy ($G_{ic}$). Single Edge Notch Bend test specimens (length = 260, width = 40 and thickness = 20mm) were machined from the cured slabs. Slab specimens were produced with dimensions of 305mm long, 305mm wide and 20mm high using the standard Coopers Research Technology Roller Compactor [47]. The underside of the test specimens, which are exposed to the maximum tensile stress, were machined in order to ensure a good quality surface with uniform initial flaw size and to reduce the potential scatter in the results. The specimens were cut using a standard bench circular saw with a diamond tipped blade. The specimens were water cooled during machining and were subsequently dried for 24 hours. A notch and side grooves were cut at the centreline of the beam specimens using a standard milling machine. The notch depth and width were 8mm and 2mm, respectively. The depth and width of the side grooves were both 2mm. A schematic representation of the test system and test sample is presented in Figure 4.

![Figure 4](image)

**Figure 4** (a) View of 3PB loading fixture. Specimen length and height were 260mm and 40mm, respectively. (b) Schematic representation of a SENB test specimen with side grooves. (Top) Front view. (Bottom) Top View. Dimensions used in this work $L = 240$mm, $W = 40$mm, $b = 20$mm, $b_n = 16$mm, $a_0 = 8$mm.

The three-point bend tests were conducted on a Tinius Olsen H50kN uniaxial testing frame. In order to avoid embedment of the loading and support fixtures into the test specimen during the test, a set of cylindrical pins were added to the loading and support fixture at the point of the contact with the test specimen (Figure 4(a)). An environmental chamber was used to pre-
condition the specimens at a temperature of 20°C, for 24 hours prior to testing. The testing process involved loading the specimens at constant pre-set displacement controlled test rates of 1.0, 0.1, 0.01 mm/s until failure. Tests were repeated four times per test condition good repeatability was found. Typical load vs. deflection curves for the binder course mortar mix are given in Figure 5.

![Figure 5](image-url)

**Figure 5** Typical 3PBT load vs deflection plots for BC mortar mix at 20°C at varying test rates.

Following ASTM E 1820 [46], fracture toughness was determined from the specimen dimensions and the load at failure according to the following relationship:

\[
K_c = \frac{P_{\text{fail}} L}{\sqrt{b n W^{3/2}}} f(x)
\]  

(2)

where:

- \(b\) = thickness of the specimen (mm),
- \(b_n\) = net specimen thickness \((b_n = b \text{ if no side grooves are present})\) (mm),
- \(W\) = width of the specimen (mm),

\[
f(x) = \left( \frac{3x^{1/2}[1.99 - x(1-x)[2.15 - 3.93x + 2.7x^2]]}{2(1 + 2x)(1 - x)^{3/2}} \right)
\]

\[x = a/W\]

For granular based materials such as asphalt, crack growth is accompanied by aggregate interlocking, micro-cracking and inelastic deformations. These mechanisms give rise to nonlinear
deformations, plasticity and micro-cracking. Therefore, for ductile materials such as asphalt the fracture energy is partitioned into elastic and plastic components and calculated as [46]:

\[ G_{kc} = G_{el} + G_{pl} \]  

(3)

Elastic fracture energy values were determined from the calculated fracture toughness, experimentally measured modulus, \( E \), and Poisson’s ratio, \( \nu \). In the current work Poisson’s ratio is estimated as 0.4.

\[ G_{el} = \frac{K_c^2(1-\nu^2)}{E} \approx 0.84 \frac{K_c^2}{E} \]  

(4)

The plastic constituent for total fracture energy, \( G_{pl} \), is calculated as:

\[ G_{pl} = \frac{2U}{b_0} \]  

(5)

where: \( b_0 = W - a \),

\( U \) = area under the load vs displacement curve, between zero and the crack initiation load \( (P_{fail}) \), (J).

\( a \) = notch depth (mm),

Table 4 summarises the calculated fracture energy values from three-point bend tests conducted at three different test rates with corresponding strain rates.

**Table 4** Summary of the fracture energy, \( G_{Ic} \), measurements at different test rates.

<table>
<thead>
<tr>
<th>Test rate (mm/s)</th>
<th>Max strain rate (s(^{-1}))</th>
<th>Fracture energy, (J/m(^2))</th>
<th>Elastic, ( G_{el} )</th>
<th>Plastic, ( G_{pl} )</th>
<th>Total, ( G_{Ic} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>3.33 E-3</td>
<td>28.8</td>
<td>549.7</td>
<td>578.5</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>3.33 E-4</td>
<td>6.6</td>
<td>281.8</td>
<td>288.4</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>3.33 E-5</td>
<td>2.5</td>
<td>85.2</td>
<td>87.7</td>
<td></td>
</tr>
</tbody>
</table>

3.3 **Indirect Tensile Test (ITT)**

The ITT were conducted following the procedure outlined in the European Standard: EN 12697: Part 23 [48]. The basic procedure of the ITT is to apply a vertical compressive load to a cylindrical specimen. The load is distributed over the thickness of the specimen through two loading strips at the top and bottom, as indicated in Figure 6(a). The contact surfaces of the loading strips are curved and have a radius equal to that of the specimen to ensure full contact over the entire mating area. Linear Variable Displacement Transducers (LVDTs) are used to measure the response of the specimen: two in the horizontal direction along the diameter and two in the vertical
direction. All specimens tested were 100mm in diameter and 70mm thick, with a 10mm wide loading strip. This combination of specimen geometry and boundary conditions induces tensile and compressive stress along both the vertical and horizontal diameters, as indicated in Figure 6(b). The tensile stresses, which develop perpendicularly to the direction of the load, are of relatively constant value over a large portion of the vertical diameter. This would be expected to cause failure of the specimen by splitting along the vertical diameter, as indicated in Figure 6(a).

Although the stress state within an ITT specimen is complex, critical stresses and strains are readily computed from equations based on linear elasticity theory. It is assumed that the material is homogeneous and isotropic. The loading strips are simplified as line loads, as illustrated in Figure 6(b). Hartman [49] summarised the solutions for the linear elastic stress analysis of an ITT test specimen. On the points along the vertical diameter the maximum stresses in the x and y directions are as follows:

\[
\sigma_{x_{\text{max}}} = \frac{2P}{\pi dt} \quad (6)
\]

\[
\sigma_{y_{\text{max}}} = \frac{-6P}{\pi dt} \quad (7)
\]

where:

- \(\sigma_{x_{\text{max}}}\) = maximum stress component in the x direction on the vertical line (Pa),
- \(\sigma_{y_{\text{max}}}\) = maximum stress component in the y direction on the vertical line (Pa),
- \(P\) = applied vertical load (N),
- \(d\) = diameter of the specimen (mm),
- \(t\) = thickness of the specimen (mm).
Figure 6 Indirect Tensile Test (ITT): (a) Indirect tensile loading, (b) Stress distribution in an indirect tensile test specimen [56].

By applying Hooke’s Law the critical/maximum value for the tensile strain, occurring in the centre of the specimen on the x-plane, can be calculated:

\[ \varepsilon_{x max} = \frac{\sigma_{x max}}{E} - \frac{\nu \sigma_{y max}}{E} \] \hspace{1cm} (8)

Substituting Eqs (6) and (7) into (8) leads to:

\[ \varepsilon_{x max} = \frac{\sigma_{x max}.(1 + 3\nu)}{E} \] \hspace{1cm} (9)

It is also possible to determine the material stiffness from the vertical deformation, \( \Delta_v \) [50]:

\[ E = 3.59 \frac{P}{\Delta_v.J} \] \hspace{1cm} (10)

Figure 7 and Table 5 illustrate the ITT results of the binder course mortar mix subjected to three different test rates; 1.0, 0.1 and 0.01mm/s. The results clearly indicate material sensitivity to the applied test rate.

Table 5 Measurements of mortar mix material properties subjected to the ITT loading for different test rates.

<table>
<thead>
<tr>
<th>Test rate (mm/s)</th>
<th>Max strain rate (s(^{-1}))</th>
<th>Max Load, ( P ), (kN)</th>
<th>Youngs Modulus, ( E ), (MPa)</th>
<th>Poissons ratio, ( \nu )</th>
<th>Max vertical deflection (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>3.9 E-3</td>
<td>7.3</td>
<td>154</td>
<td>0.4</td>
<td>3.8</td>
</tr>
<tr>
<td>0.1</td>
<td>3.9 E-4</td>
<td>3.2</td>
<td>62</td>
<td>0.4</td>
<td>3.5</td>
</tr>
<tr>
<td>0.01</td>
<td>3.9 E-5</td>
<td>1.3</td>
<td>46</td>
<td>0.4</td>
<td>2.8</td>
</tr>
</tbody>
</table>
3.4 Determination of the material and CZ parameters as a function strain rate

The same applied test rate in the 3PB test, uniaxial tensile test and ITT test does not result in the same strain rate. Hence the strain rates must be determined for each test and employed to obtain corresponding rate dependent material properties. The strain rates were determined for each test, and by interpolation between these strain rates, the cohesive strength, $\sigma_{\text{max}}$, yield stress, $\sigma_{\text{yield}}$, and Young’s modulus, E, were obtained as functions of strain rate. The strain rates for 3PB tests were calculated using the following equation [51]:

$$\dot{\varepsilon}_{\text{max}} = \frac{6b_0}{L^2} \delta_{\text{max}}$$  \hspace{1cm} (11)

where:
- $\dot{\varepsilon}_{\text{max}}$ = maximum strain rate (s$^{-1}$)
- $\delta_{\text{max}}$ = maximum test rate (mm/s),
- $L$ = span between 3PB test beam supports (mm),
- $b_0 = W - a$ (mm).

The tensile test strain rate was determined using the following equation [52, 53]:

$$\dot{\varepsilon}_{\text{max}} = \left(\frac{\delta_{\text{max}}}{h}\right) \times K_t$$  \hspace{1cm} (12)

where:
- $h$ = specimen height (mm),
- $K_t$ = stress/strain concentration factor, ($K_t = 1.35$).

The inclusion of the stress/strain concentration factor, $K_t$, is required due to the irregular cross section of the tensile specimens, as discussed in section 3.1. The irregular cross section gives rise
to irregularities in stress/strain distribution throughout the specimen. The highest strains are expected to occur at the middle of the specimen. Using specimen geometry, and the ratio between the smallest and the largest width, the value of the stress/strain concentration factor, $K_r$, found to be 1.35 [45, 53].

The strain rate for the ITT test was calculated using the following equation [48, 49]:

$$
\dot{\varepsilon} = \frac{\varepsilon_{\text{max}}}{\Delta t / \delta_{\text{max}}}
$$

Table 3, Table 4 and Table 5, present calculated strain rates for uniaxial tensile, three-point bend and indirect tensile tests respectively at the same test rates. Material and CZ parameters required for the numerical simulations of ITT tests were obtained as a function of strain rate by interpolating/extrapolating experimentally measured data from the uniaxial tensile and 3PB tests.

The cohesive strength, $\sigma_{\text{max}}$, and Young's modulus, $E$, for corresponding ITT strain rates were obtained using the uniaxial test results as a function of strain rates. The values of $\sigma_{\text{max}}$ and $E$ were interpolated and extrapolated as shown in Figure 8 and Figure 9, respectively. The approximation functions in the semi-logarithmic graphs are second-order polynomials passing through all three experimental data points. Thus, the values of $\sigma_{\text{max}}$ and $E$ were interpolated for 1mm/s and 0.1mm/s test rate. However, due to lack of experimental data at lower rates, the value for the 0.01mm/s test rate was extrapolated. The values of $\sigma_{\text{max}}$ and $E$ at the corresponding ITT rates are also summarised in Table 6.

![Figure 8](image)

**Figure 8** Interpolated and extrapolated cohesive, $\sigma_{\text{max}}$. 
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Figure 9 Interpolated and extrapolated Young’s Modulus, E.

Table 6 CZ and material parameters, i.e. input data for ITT simulations.

<table>
<thead>
<tr>
<th>Test rate (mm/s)</th>
<th>Modulus (MPa)</th>
<th>Poisson’s ratio, ν</th>
<th>Yield stress, (MPa, numerical)</th>
<th>Yield stress, (MPa) (extrapolated)</th>
<th>CZ stress, σ_max (MPa)</th>
<th>Fracture energy, G_Ic (J/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>170</td>
<td>0.4</td>
<td>2.57</td>
<td>2.87</td>
<td>1.4</td>
<td>578.5</td>
</tr>
<tr>
<td>0.1</td>
<td>68</td>
<td>0.4</td>
<td>1.15</td>
<td>1.35</td>
<td>0.7</td>
<td>288.4</td>
</tr>
<tr>
<td>0.01</td>
<td>33</td>
<td>0.4</td>
<td>0.46</td>
<td>0.50</td>
<td>0.3</td>
<td>87.7</td>
</tr>
</tbody>
</table>

Table 4 and Table 5 illustrate that strain rates for ITT and 3PB tests are similar, for a given test rate. Hence, the fracture energy values were taken directly from the 3PB test results and employed in the simulation of the ITT for the three corresponding test rates. Table 6 summarises the fracture energy, G_Ic, values as a function of strain rate used in ITT test simulations.
Finally, to account for plastic deformation in the simulations of ITT (the material was modelled as linear elastic – ideally plastic) the values of yield stress, $\sigma_{\text{yield}}$, were required at different strain rates. However, due to a lack of compressive experimental data the appropriate yield stress values in compression were obtained by using the uniaxial tensile yield stress data at the appropriate strain rate, see Figure 10. Previously published work [44] shows that the yield stress in compression for the bituminous material is approximately twice the yield stress in tension. Hence for the numerical modelling of the ITT test, yield stress in compression at a given strain rate is used as twice the yield stress from a uniaxial tensile test at the corresponding strain rate (see Figure 10). Independent numerical modelling of ITT test also gave similar values for the yield stress in compression; Figure 10 illustrates best fit values. In the simulations, the value of the $\sigma_{\text{yield}}$ for a given test rate was varied until a good fit between numerical and experimental load vs. displacement curves was achieved. In order to verify the theoretical and numerical compression yield stress results, a compression test was performed. A set of cylindrical test specimens, 100mm in height and 50mm in diameter, were cored from the slabs, 305mm in length, 305mm in width and 100mm in height, as illustrated in Figure 11. The uniaxial compression tests were conducted at a room temperature of $20^\circ\text{C}$ at a test rate, of 0.1mm/s, and were repeated on four test specimens.
Figure 11 illustrates the compressive load fixture set up. A friction reduction protocol, based on silicone and graphite lubricant, was used to minimise the lateral confinement of the specimens resulting from friction between the plates and the specimen ends. The strain rate for the compression test was calculated as:

\[
\cdot \varepsilon_{\text{max}} = \left( \frac{\delta_{\text{max}}}{h} \right)
\]

(14)

Figure 11 Left; coring the test specimens from the slab. Right; compressive load fixture

Due to the specimen’s geometric uniformity, the stress/strain concentration factor, \(K_t\), was equal to unity. The calculated strain rate was 0.001s\(^{-1}\) and the yield stress was 1.773MPa for the corresponding test rate of 0.1mm/s. Figure 10 illustrates that the experimentally determined compressive stress is very close to the theoretical compressive yield stress, thus validating the theoretical and numerical results.

4 Numerical Model

4.1 Introduction

Two numerical methods have been reported for implementing CZ models for the analysis of asphalt fracture, namely the discrete element method (DEM) and the finite element method (FEM). Kim et al. [15] used the DEM to implement a CZ model in order to simulate failure of asphalt laboratory test specimens. The FEM has been more widely used in the analysis of asphalt pavement fracture, most recently by Soares et al. [2], Song et al. [14] and De Souza et al. [16]. The present work follows that of Ivanković et al. [3], Georgiou et al. [4], Cooper et al. [24] and Karač et al. [25], where the finite volume (FV) method was employed with a CZ model to analyse fracture of ductile polymers and adhesives. They employed a transient analysis for an apparently static problem to avoid numerical instabilities caused by rapid separation of cohesive surfaces.
Similar procedures were also employed here for numerical simulation of a binder course mortar mix subjected to indirect quasi-static tensile loading. In this study the material was modelled as linear elastic – ideally plastic, assuming conventional J2 flow theory which is based on von Mises yield criterion and Prandtl-Reuss flow rule [34]. The code was implemented in the OpenFOAM software, a C++ library for continuum mechanics [6]. A fully implicit time stepping algorithm was employed in the analysis, guaranteeing unconditional stability.

4.2 Modelling of ITT
A schematic illustration of the FV mesh representing the ITT test specimen and applied boundary conditions is given in
Figure 12. Due to symmetry, only a quarter of the domain was modelled. The model was meshed using 6400 three-dimensional hexahedral cells with maximum cell dimensions of 0.5mm. The displacement rate corresponding to the test rate was applied directly at the top of the specimen model over 5mm width, simulating constant test rates of 1.0mm/s, 0.1mm/s and 0.01mm/s. The Dugdale CZ was applied at the right edge of the model. The bottom edge was modelled as a plane of symmetry, whereas the outer surface was traction free. The front and back surfaces were symmetry planes to account for plane strain condition. The time step applied was 0.05 s, 0.5 s and 5 s for the 1 mm/s, 0.1 mm/s and 0.01 mm/s simulations, respectively.

The CZ Dugdale traction law was employed to describe the traction separation behaviour of the binder course mortar material along the anticipated crack path. In the beginning of the simulation, the cohesive surface was modelled as a symmetry plane, since the Dugdale traction-separation law is initially rigid. Once the stress level reached its maximum value, $\sigma_{\text{max}}$, the cohesive surface behaviour was governed by CZ and material became irreversibly damaged. Increasing load or displacement, resulted in increased separation of the cohesive surface which eventually reached its critical value, $\delta_{\text{sep}}$, the critical crack opening displacement. At this stage the material was fractured and the cohesive surfaces became stress free (i.e., zero traction). The work done by the cohesive forces is equal to the fracture energy, $G_{\text{Ic}}$. Material and CZ parameters used in numerical simulations of ITT tests were obtained experimentally by uniaxial tensile (Young’s modulus, $E$, and CZ maximum strength value, $\sigma_{\text{max}}$), and 3PB tests (fracture energy, $G_{\text{Ic}}$), as discussed in Section 3.

4.3 Modelling results

Figure 13 and Figure 14 compare the simulated material response with the experimental ITT test results when using two different sets of Young’s modulus and yield stress values. Figure 13 presents the simulated material response using the interpolated and extrapolated values from the uniaxial tensile test results (c.f. Table 6 for actual values). Figure 14, on the other hand, presents the simulated response using the Young’s modulus value as obtained directly from the ITT test (c.f. Table 5) and the numerical best fit value for yield stress (c.f. Table 6). The results shown in both Figure 13 and Figure 14 demonstrate a good correlation between the predicted and measured load-displacement responses for the loading portion of the response for all three test rates. The numerical simulations accurately predict the location and load (time) at which crack initiation occurs. Consequently, a reasonably accurate value of the indirect tensile strength (ITS) of
the material is provided by the simulations at each of the test rates. Small differences between the numerical predictions of Figure 13 and Figure 14 are due to the uncertainties involved in obtaining material parameters for different test rates. Also, interpolation and extrapolation was based on an average strain rate values while the actual strain rates are not uniform within the specimens.

**Figure 13** Comparison of CZ+FV modelling predictions and experimental results for different test rates, (symbols correspond to experimental results and continuous lines to 2D FV model results).

**Figure 14** Comparison of CZ+FV modelling predictions and experimental results for different test rates, (symbols correspond to experimental results and continuous lines to 2D FV model results). The letter markers in the graph, on the line illustrating 0.1mm/s modelling results, correspond to the crack propagation stages presented in the Figure 15.
4.4 Discussion

Images illustrated in Figure 15, present a sequence of numerical prediction of ITT sample at different times during loading. The images demonstrate the crack initiation and propagation stages and horizontal stress distribution ($\sigma_{xx}$) throughout the specimen model. The images illustrate a high concentration of compressive stress in the region under the loading platens resulting from compressive load applied to the test specimen. A relatively high tensile stress along the centreline can also be observed due to the indirect tensile loading induced onto the test specimen. These results correspond very well with the theoretical stress distribution explained earlier in Section 3.3 and illustrated in Figure 6(b). They also illustrate that crack initiation and propagation, as expected, occur due to the tensile stress close to the centre of the specimen. Following crack initiation, the crack propagates towards the top and the centre of the specimen. Due to the fast crack propagation in all simulations (at all rates) predicted load drops rapidly after the initiation point, as illustrated in Figure 15 and corresponding load response is shown in Figure 14.
Figure 15 Frame images from the CZ+FV model subjected to 0.1 mm/s vertical loading, corresponding to the markers on the 0.1 mm/s curve presented in Figure 14.

The model’s inability to simulate the softening part of the material response is partly due to the assumption that the specimen will fail via a cracks confined to propagate along the vertical centre line of the specimen. In addition, the simulations were conducted using fixed material and CZ parameters at a given test rate. However, the actual strain rates and corresponding properties vary both with time and position along the crack path. The numerical predictions obtained using fixed rate traction-separation laws and fixed material properties may not be able to accurately simulate the response of bitumen, which is a rate dependent material. Secondly, the constraint level may vary within the specimen. While a high constraint CZ may be appropriate for cells in the vicinity of the crack tip where high lateral constraints exist, it may not be appropriate to describe cells remote from the crack tip where lower constraint conditions prevail. In order to predict the crack growth more accurately it would be necessary to update the traction separation law both in...
terms of varying the constraints and strain rate even for the fixed test rate test. Ivanković et al. [3] reported an improved solution for modelling the softening part of load-displacement by incorporating a rate dependent cohesive zone, while effects of constraint on CZ predictions were widely reported [24, 25, 32, 54]. Models where multiple cracks play an important role were developed by Murphy and Ivanković [17]. They simulated dynamic fracture in polymethylmethacrylate (PMMA) by inserting cohesive cells between the continuum elements. Using this approach, they successfully modelled micro crack branching throughout the sample and found that branching is responsible for apparent increase in fracture energy. In order to simulate the evolution of cracks subsequent to crack initiation in bituminous materials, further work is necessary to establish rate and constraint dependant CZ models, in addition to using a multiple crack simulation approach.

5. Conclusions

The current code of practice in asphalt pavement mix design [55] is to use a recipe-based approach, with the mix designed to follow an aggregate grading. However, using such an approach demands intensive laboratory investigation of the mix performance, which is both expensive and time consuming. Development of a numerical model, such as presented in this paper, has the potential to allow a rapid and inexpensive assessment of a pavement mix design, leading to an accurate analysis of pavement performance subjected to realistic loading conditions.

This research demonstrated that the Dugdale traction law can successfully predict the mortar mix material loading response when subjected to complex loadings such as indirect tension. The three-point bend (3PB) and uniaxial tensile tests were employed to determine the CZ parameters and material stress-strain curves as a function of strain rate. Numerical results, expressed by load-displacement curves, agree well with experimental data up to the peak load, demonstrating the value of the CZ modelling technique in successfully predicting maximum material strength and the initiation of fracture. Future work will employ a true rate- and constraint-dependent CZ model and a multiple crack simulation approach, in order to capture and predict the complete softening behaviour, and as such could be used to simulate the entire fracture process in bituminous materials.
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