Nonlocal photopolymerization kinetics including multiple termination mechanisms and dark reactions. Part I. Modeling
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1. INTRODUCTION

The following paper is the first in a series of papers [1] in which we develop and examine a fully comprehensive theoretical representation of the processes that occur during free-radical photopolymerizations. Photopolymer materials [2,3] and the photochemical kinetics associated with them [4] have been studied extensively in the literature of holographic recording. With the growing interest in applications involving photopolymerization mechanisms [5–8], the need for such a theoretical and physically realistic representation is becoming ever more important.

The photochemical processes that are present during photopolymerization are extremely complex [3,4]; however, an understanding of these processes is of utmost importance if a practical model is to be developed. Reviewing the assumptions made in developing the models currently available in the literature [4] leads to the conclusion that the following six physical effects must all be included: (i) non-steady-state kinetics, (ii) spatially and temporally nonlocal polymer chain growth, (iii) time varying photon absorption, (iv) diffusion controlled viscosity effects, (v) multiple termination mechanisms, and (vi) inhibition. Recently, such a model was proposed [9,10]. In this series of papers the model is first developed and then verified experimentally for two significantly different free-radical photopolymer materials [1].

Part I of this series is structured as follows. In Section 2 we briefly review the photochemical processes involved during holographic grating formation and highlight some of the assumptions previously made. In Section 3 the kinetic model, which includes the six effects identified above, is derived. From the resulting set of equations a truncated set of coupled first-order differential equations are then generated. Applying suitable initial conditions, these differential equations are then solved numerically, and simulations of the behavior of the monomer and polymer concentrations are predicted by using typical material parameter values. In Section 4 the calculation of the temporal evolution of the grating refractive index modulation, using the Lorentz–Lorenz relation, is discussed. In Section 5 comparisons of the predictions of the model, calculated with the retention of 4, 8, and 12 concentration harmonics, are made in order to assess the numerical convergence of the model. Finally, in Section 6 we present a brief summary.

In Part II of this series [1], using the model developed here, we examine the photopolymerization effects, both during and post-exposure (dark reactions), in two different photopolymer materials: (i) acrylamide/polyvinyl alcohol (AA/PVA)[3,11] and (ii) an epoxy-resin-based material developed by Trentler et al. [12]. The model is used to extract estimates of the physical parameter in both materials.

2. PHOTOCHEMICAL PROCESSES

A. Review of Kinetic Models

Many of the models presented in the literature involve the assumption of a pseudo-steady-state approximation for macroradical concentration [4]. They operate by setting the rate of generation of radicals through photoinitiation, equal to the rate of bimolecular termination. Thus the polymerization rate \( R_p \) is given by the expression

\[
R_p = k_p M^* M = k_p \sqrt{\Phi R} / k_T M,
\]

where \( k_p \) and \( k_T \) are the kinetic constants of propagation and termination, respectively, \( R_i \) is the rate of decomposi-
tion of the initiator species, \( \varphi \) is the initiator efficiency, and \( M \) and \( M^* \) are the instantaneous concentrations of monomer and of all macroradicals, respectively. The term macroradical refers to all growing polymer chains, i.e., \( n > 0 \) monomer units that have an active tip [13].

When a photopolymer material with a low initiator concentration is exposed to a moderate intensity, the linear dependence among the polymerization rate, the monomer concentration, and the square root dependence on the rate of initiation have been found to agree quite well with experimentally determined rates [3,11]. In this case, the concentration of primary or initiator radicals, \( R^* \) (radicals derived directly from photocleavage of the initiator molecule), is very low, and as a result macroradicals, \( M_n^* \) derived directly from photocleavage of the initiator molecule, is very low, and as a result macroradicals, \( M_n^* \) are scavenged much more likely to undergo termination involving another macroradical, i.e., bimolecular termination (chain–chain), rather than termination with a primary radical, i.e., primary termination (chain–primary radical). Under these conditions, the steady-state assumption is valid, and Eq. (1) describes the polymerization kinetics well.

However, studies have shown [17–19] that at high initiation rates the dependence on initiation drops below that predicted by the square root dependence in Eq. (1). In this case the steady-state assumption is violated, and the deviation from the ideal kinetic behavior described by Eq. (1) becomes pronounced. These effects have been attributed to a phenomenon known as primary radical termination, i.e., primary termination [15,17–19]. At these higher initiation rates, there is a significantly larger primary radical concentration, which, as a result, increases the likelihood of primary termination. Furthermore, since the primary radicals can act to limit the buildup of macroradicals, they can effectively reduce the increase in the polymerization rate that is normally seen during the autoacceleration process [19] (see Subsection 2.B).

To proceed, we begin by presenting a consistent set of chemical reaction equations, which allow us to

(i) remove the steady-state approximation for macroradical concentration,
(ii) include spatially and temporally nonlocal polymer chain growth,
(iii) include time varying photon absorption,
(iv) simultaneously include the effects of both primary, i.e., \( R^* - M^* \), and bimolecular, i.e., \( M^* - M^* \), termination, (v) include the changes in the polymerization kinetic constants caused by increased viscosity, (vi) include polymerization-inhibiting effects.

B. Reaction Mechanisms

The kinetic model presented in this analysis is based on the following four reaction processes [3,11,13,19–21].

**Process I. Initiation.**

\[
\begin{align*}
\text{hv} & 
\rightarrow 2R^* \\
R^* + M & \rightarrow M^*_i, \text{ chain initiator.}
\end{align*}
\]

**Process II. Propagation.**

\[
M^*_i + M \rightarrow M^*_{i+1}, \text{ growing polymer chain.}
\]

**Process III. Termination.**

\[
\begin{align*}
M^*_n + M^*_m & \rightarrow M^*_{n+m}, \text{ dead polymer, (4a)}
M^*_n + M^*_{m} & \rightarrow M^*_{n+m}, \text{ dead polymer, (4b)}
M^*_n + R^* & \rightarrow M_m R, \text{ dead polymer. (4c)}
\end{align*}
\]

**Process IV. Inhibition.**

\[
R^* + Z \rightarrow (R + Z^*, \text{ and/or } RZ^*), \text{ scavenged radical, (5a)}
M^*_n + Z \rightarrow (M_n + Z^*, \text{ and/or } M_nZ^*), \text{ dead polymer. (5b)}
\]

In the above set of chemical equations, \( I \) is the initiator concentration, \( h \nu \) indicates the energy absorbed from a photon, \( M \) is the monomer concentration, \( Z \) is the inhibitor concentration, and \( M_0, M_m, M_{n+m}, M_R \), and \( M_n, Z^* \) represent polymer species with no active propagating tip, i.e., dead polymers. The term dead polymer signifies the cessation of the growth of a propagating macroradical of \( n \) monomer repeat units [13], while the term scavenged radical signifies the removal of a primary radical [10,11,21–23].

**Process I. Initiation.** The initiation process involves two steps: the first step is the production of free radicals by the photolysis of the initiator, and the second step is the combination of two free radicals to form a propagating macroradical. The initiation process is described by the following two steps:

\[
\begin{align*}
R_i(x,t) & = R_i(t) [1 + V \cos(Kx)] = 2 \Phi I_0(t) [1 + V \cos(Kx)],
\end{align*}
\]

where \( \Phi \) is the number of primary radicals produced per photon absorbed, the inclusion of the factor of 2 follows the convention that indicates that two primary radicals are produced for every photon absorbed [13], \( V \) is the fringe visibility, \( K = 2 \pi / \Lambda \) is the grating vector magnitude, and \( \Lambda \) is the grating period. The time varying absorbed intensity, \( \Phi_0(t) \) (Einstein/cm² s), is given by an adaptation of the Beer–Lambert equation [10,23,24].

\[
I_0(t) = \frac{I_0'}{1 + \exp(\epsilon d A_0) - 1 \exp(- \epsilon \varphi_0')},
\]

where \( d \) (cm) is the layer thickness, \( A_0 \) (mol/cm³) is the initial photosensitizer/initiator concentration, \( \varphi \) (mol/ Einstein) is the quantum yield, \( \epsilon \) (cm²/mol) is the molar absorption coefficient, and \( I_0' \) (Einstein/cm² s) is the incident intensity [10,23,24].
The second step in the initiation process is chain initiation, Eq. (2b), in which the primary radicals produced as a result of the absorption of photons react with the monomer to produce the chain initiating species \( M_i^0 \) [3,11,13–16,19,20]. The kinetic rate constant for this step is \( k_i \) (cm\(^3\) mol\(^{-1}\) s\(^{-1}\)), i.e., the chain initiation kinetic constant.

**Process II. Propagation.** The propagation step described in Eq. (3) shows a monomer being added to a growing macroradical chain of \( n \) repeat monomeric units, where the propagation rate kinetic constant is denoted \( k_p \) (cm\(^3\) mol\(^{-1}\) s\(^{-1}\)).

**Process III. Termination.** In Eq. (4) three possible termination reactions are presented. Equations (4a) and (4b) represent the bimolecular termination mechanisms, where two growing macroradicals come together and terminate. This method of termination can occur either by combination \( (k_c) \), Eq. (4a), or by disproportionation \( (k_{dil}) \), Eq. (4b). Since the specific mode of termination does not effect the polymerization kinetics, both will be treated in this analysis by use of a single lumped rate constant, \( k_t = k_{ncl} + k_{dil} \) (cm\(^3\) mol\(^{-1}\) s\(^{-1}\)).

Equation (4c) presents the third possible termination mechanism examined, primary radical termination. In this step, a growing macroradical reacts with a primary radical to form an inactive polymer chain or dead polymer. The kinetic rate constant for this step will in general be different from that for the bimolecular termination step for two main reasons:

(i) The reactivity of the primary radical can be very different from that of the chain end radical (radical reactivity can depend on molecular size [13]).

(ii) The primary radicals will be much more mobile, as they are much smaller than the growing macroradicals, and therefore the diffusion controlled effects (caused by viscosity changes due to polymerization) of the two reactions will be quite different.

In the analysis presented here the effects of primary radical recombination will be neglected, as it has been shown that these events are negligible when compared with other polymerization kinetic reactions [17,25].

The kinetic rate constants \( k_p \) and \( k_t \) in Eqs. (3), (4a), and (4b), are in general dependent on the viscosity of a photopolymer material. As polymerization proceeds, the resulting increase in viscosity of the material (due to densification and cross linking) can cause a significant reduction in the mobility of large molecules, such as the growing macroradicals. When the diffusional limitations become large enough to restrict the diffusion of these growing macroradicals, they can no longer diffuse into close enough proximity to react with other macroradicals, and as a result the termination rate, \( k_t \), decreases. This decrease in termination leads to a buildup in macroradical concentration, which subsequently causes a sudden increase in the rate of polymerization, which is known as autodeceleration (gel or Trommsdorff effect) [15,18,19,26]. Once termination drops below a critical level [18,19,26], a different mechanism will become dominant; this mechanism is known as reaction-diffusion.

Reaction-diffusion-controlled termination arises when termination is controlled by the ability of smaller monomer molecules to diffuse to the restricted active macroradical tips. It occurs when the termination of a macroradical is faster and is more likely to take place because of the continued growth of a propagating chain (until it encounters another macroradical for bimolecular termination) than it is likely to diffuse to and thus locate another macroradical chain for termination by bimolecular termination. Since the controlling step in this termination mechanism relies on macroradical chain growth (propagation through available monomer), the termination kinetic constant becomes dependent on the propagation kinetic constant, as indicated in Eq. (8b) below.

As viscosity effects begin to increase further, the mobility of even small molecules, such as the unreacted monomer, becomes limited. Under these conditions, the monomer can no longer easily diffuse to the reactive sites, and as a result the propagation rate \( k_p \), and consequently the rate of polymerization, decreases. This effect is known as autodeceleration [13,18,19,26]. Following the analysis of photopolymerization kinetics presented by Goodner et al. [18,19], the effects of viscosity changes on the propagation and termination kinetic constants can be expressed as

\[
k_p = \frac{k_{p0}}{1 + \exp \left[ \frac{A_p}{f_p - f_{ep}} \right]},
\]

\[
k_t = \frac{k_{t0}}{1 + \exp \left[ \frac{A_t}{f_t - f_{ct}} \right]},
\]

where \( k_{p0} \) and \( k_{t0} \) are the propagation and termination kinetic constants in the absence of diffusional limitations.

In these equations, \( f_0 \) is the fractional free volume of the system [18,19,26–28], and \( f_{p0} \) and \( f_{t0} \) are the critical fractional free volumes at which both propagation and termination begin to be diffusionaly controlled. \( A_p \) and \( A_t \) are the parameters that govern the rate at which propagation and termination rates decrease in the diffusion controlled regions. \( R_D \) is the reaction-diffusion parameter, which is defined as the termination kinetic constant in the reaction-diffusion region divided by the product of the propagation kinetic constant and the instantaneous unreacted monomer concentration \( M \) [18,19,30,31,29].

As the monomer is converted to polymer, the resulting increase in the material viscosity causes a reduction in the free volume of the material, resulting in diffusional effects. This variation in fractional free volume can be described by using the equation

\[
f^f = f_{p}^m \varphi_m + f_{p}^s (1 - \varphi_m),
\]

where \( f_{p}^m = f_{p}^{TGM} + \alpha_m (T - T_{gm}) \) and \( f_{p}^s = f_{p}^{TGP} + \alpha_p (T - T_{gp}) \) [18,30–32]. In these equations \( f_{p}^m \) and \( f_{p}^s \) are the fractional free volumes of pure monomer and pure polymer, respectively (where “pure” refers to the values obtained in the absence of any other material components), \( \alpha_m \) and \( \alpha_p \) are the thermal coefficients of expansion, \( T_{gm} \) and \( T_{gp} \) are their glass transition temperatures, \( f_{p}^{TGM} \) and \( f_{p}^{TGP} \) represent their fractional free volumes at the glass transition.
temperatures, and $T$ (K) represents the local temperature [18,19,30–32]. $\varphi_m$ is the volume fraction of monomer, which decreases during polymerization [15,16,33]. Note that the expressions for the diffusion controlled kinetics of both $k_i$ and $k_{ip}$ (cm$^3$ mol$^{-1}$ s$^{-1}$) will be of the same form as that presented for $k_p$ in Eq. (8a) [18,19,29].

Process IV. Inhibition. The final reaction mechanism, presented in Eq. (5), is inhibition caused by the reaction of the primary radicals and macroradicals with an inhibitor such as dissolved oxygen in the photopolymer material [11,13,16,21–23,34–36]. These radical-consuming reactions tend to

(i) suppress the creation of macroradicals by scavenging primary radicals, Eq. (5a), and/or

(ii) inhibit the macroradicals that are created, Eq. (5b).

This process therefore acts to stop the production of polymer chains and most obviously causes an inhibition or dead-band period at the start of grating growth. This inhibition period will continue until there is a sufficiently low concentration of inhibitor in the material to allow polymerization to occur [11,13,16,21–23]. The kinetics presented in Eq. (5) are simplified by assuming that $Z^*$, $MZ^*$, and $RZ^*$ do not reinitiate polymerization and also that they terminate without regeneration, i.e., they are removed from any possible future reactions.

Previously [10,11,16], it was assumed that the effect of inhibition during exposure was due solely to the initially dissolved oxygen present within the photopolymer layer. However, when the photopolymer is exposed, the initial concentration of dissolved inhibiting oxygen reacts with the radicals produced in the illuminated regions. This nonuniform irradiance causes inhibitor concentration gradients, and hence a diffusion of oxygen from dark regions to bright regions occurs. As the relative size of oxygen molecules are small compared with the surrounding material, it can be assumed that the oxygen is relatively free to diffuse rapidly, resulting in a one-dimensional standard diffusion equation for the concentration of inhibitor,

$$\frac{dz(x,t)}{dt} = \frac{d}{dx} \left[ D_z \frac{dz(x,t)}{dx} \right] - k_{z,R} Z(x,t) R^*(x,t) - k_{z,M} Z(x,t) M^*(x,t),$$

(10)

where $Z(x,t)$ is the instantaneous inhibiting oxygen concentration and $D_z$ is the diffusion constant of oxygen in the dry material layer, which in this analysis will be assumed to be time and space independent. The inhibition rate constants, $k_{z,R}$ and $k_{z,M}$, in the reactions presented in Eqs.(5a) and (5b) will in general have different values (of reactivity) due to the differences in their relative molecular sizes [13]; however, in this analysis, for the sake of simplicity they will be treated as being equal, i.e., $k_z = k_{z,R} = k_{z,M}$. The initial condition for this diffusion equation is $Z(x,0) = Z_0$, for $-\infty < x < \infty$, where $Z_0$ is the initial concentration of dissolved oxygen that can be measured by using a dissolved oxygen probe [35]. The inhibition rate constant will not have a significant dependence on free volume, as oxygen is a very small molecule and very mobile; therefore the inhibition rate constant can be expressed as

$$k_z = k_{z,0} \exp(-E_z/RT),$$

(11)

where in this equation $k_{z,0}$ (cm$^3$ mol$^{-1}$ s$^{-1}$) is the Arrhenius pre-exponential factor, $E_z = 18.23 \times 10^3$ (J mol$^{-1}$) is the activation energy of oxygen, $R = 8.31$ (J K$^{-1}$ mol$^{-1}$) is the universal gas constant, and $T$ (K) is the local temperature [36].

3. MODEL DEVELOPMENT

In order to combine the kinetic mechanisms presented in Section 2, a new set of governing coupled differential equations are required. The equation governing the concentration of primary radicals is

$$\frac{dR^*(x,t)}{dt} = R_i(x,t) - k_i R^*(x,t) u(x,t) - k_{ip} R^*(x,t) M^*(x,t) - k_z R^*(x,t) Z(x,t),$$

(12)

where $u(x,t)$ is the free-monomer concentration (earlier denoted $M$). This equation states that the rate of change of primary radical concentration is equal to the amount of primary radicals generated by photon absorption minus the amounts removed by (a) the initiation of macroradicals (b) primary termination with growing polymer chains, and (c) inhibition by oxygen.

Including both types of termination mechanism (primary and bimolecular) and the effects of inhibition, the equation governing macroradical concentration is

$$\frac{dM^*(x,t)}{dt} = k_i R^*(x,t) u(x,t) - 2k_i[M^*(x,t)]^2 - k_{ip} R^*(x,t) M^*(x,t) - k_Z Z(x,t) M^*(x,t),$$

(13)

where the squared term represents the effects of bimolecular termination. The generation term in this equation appears as the removal term due to macroradical initiation in Eq. (12).

When the layer is exposed to the interference fringe pattern, monomer reacts with the primary radicals produced by photon absorption. The nonuniform irradiance creates monomer concentration gradients, and as a result monomer diffuses from the dark regions to the monomer-depleted exposed regions. This enables us to represent the monomer concentration by using the following one-dimensional diffusion equation:

$$\frac{du(x,t)}{dt} = \frac{d}{dx} \left[ D_m(x,t) \frac{du(x,t)}{dx} \right] - k_i R^*(x,t) u(x,t) - \int_{-\infty}^{x} G(x,x') F(x',t) u(x',t) dx',$$

(14)

where $F(x,t)$ is the polymerization rate and $D_m(x,t)$ represents the monomer diffusion constant. $G(x,x')$ is the nonlocal material spatial response function given by
where \( \sigma \) is the constant nonlocal response parameter normalized with respect to the grating period, \( \Lambda \) \cite{3,9,11,15,16,37}. This nonlocal response function represents the effect of initiation at location \( x' \) on the amount of monomer polymerized at location \( x \) \cite{3,16,37}. The initial monomer concentration for \( -\infty < x < \infty \) is \( u(x,0)=U_0 \) (mol/cm\(^2\)).

Previously, in \cite{15,38–40}, a nonlinear relationship was assumed to exist between the polymerization rate, \( F(x,t) \) and the recording intensity. This nonlinearity was accounted for using the parameter \( \gamma \), resulting in the polymerization rate

\[
F(x,t) = F_0[1 + V \cos(Kx)]^\gamma = \kappa(I_0) [1 + V \cos(Kx)]^\gamma,
\]

where \( \kappa \) was assumed to be a material constant. For visibility \( V=1 \) and nonlinearity parameter \( \gamma=\frac{1}{2} \), the polymerization rate was represented by a Fourier series \cite{41}.

As this square root dependence of polymerization rate on the rate of initiation, and therefore irradiance, derives from the steady-state approximation for macroradical concentration \cite{see Eq. (1)}, it is necessary to suitably adjust the expression for the polymerization rate so that it is expressed as a function of the solution to the non-steady-state equation for monomer radical concentration, Eq. (13). In this case

\[
F(x,t) = k_p M^*(x,t),
\]

where the effective propagation rate, \( k_p \), is dependent on material viscosity effects. The spatial distribution of the polymerization rate is accounted for by the generation or production of primary radicals in the areas exposed to the cosinusoidal irradiance, Eq. (6). As the generation of both the primary radicals and monomer radicals and the removal of monomer and inhibiting oxygen are dependent on the spatial distribution of exposure irradiance, their concentrations will also be periodic even functions of \( x \). Thus the expressions in Eqs. (10) and (12)–(14) can all be written as Fourier series

\[
X(x,t) = \sum_{j=0}^{\infty} X_j(t) \cos(jKx),
\]

where \( X \) represents \( R^* \), \( M^* \), \( u \), \( Z \), and \( D_m \). A set of first-order coupled differential equations can then be obtained by gathering the coefficients of the various cosinusoidal spatial contributions and writing the equations in terms of these time varying spatial harmonic amplitudes. Assuming that harmonics of order greater than \( j=3 \) are negligible, we obtain sets of first-order coupled differential equations, Eqs. (20)–(23), which must be solved with the following initial conditions:

\[
Z_0(t=0) = Z_0, \quad u_0(t=0) = U_0,
\]

and

\[
u_{j=0}(t=0) = R_{j=0}^*(t=0) = M_{j=0}^*(t=0) = 0.
\]

**Radical Concentration.** Substituting Eqs. (6) and (18), into Eq. (12), we gather the coefficients of the various cosinusoidal spatial contributions. Retaining only the first four concentration harmonic amplitudes, the following first-order coupled differential equations governing the primary radical concentration harmonics, \( R_j^* \), are derived:

\[
\frac{dR_0^*(t)}{dt} = R_0(t) - k_p \left[ M_0^*(t) R_0^*(t) + \frac{1}{2} M_1^*(t) R_1^*(t) + \frac{1}{2} M_2^*(t) R_2^*(t) + \frac{1}{2} M_3^*(t) R_3^*(t) \right] - k_i \left[ R_1^*(t) u_0(t) + R_2^*(t) u_1(t) + R_3^*(t) u_2(t) \right],
\]

\[
\frac{dR_1^*(t)}{dt} = V R_1(t) - k_p \left[ M_1^*(t) R_0^*(t) + \left( \frac{1}{2} M_0^*(t) + \frac{1}{2} M_2^*(t) \right) R_1^*(t) + \frac{1}{2} M_3^*(t) R_3^*(t) \right] - k_i \left[ R_1^*(t) u_0(t) + R_2^*(t) u_1(t) + R_3^*(t) u_2(t) \right] - k_2 \left[ R_0^*(t) Z_0(t) + \frac{1}{2} R_1^*(t) Z_1(t) \right],
\]

\[
\frac{dR_2^*(t)}{dt} = \frac{dR_3^*(t)}{dt} = -k_p \left[ M_0^*(t) R_2^*(t) + \frac{1}{2} \left( M_1^*(t) + M_3^*(t) \right) R_1^*(t) + \frac{1}{2} M_2^*(t) R_2^*(t) \right] - k_i \left[ R_2^*(t) u_0(t) + \frac{1}{2} \left( R_1^*(t) + R_3^*(t) \right) u_2(t) \right] - k_2 \left[ R_1^*(t) u_1(t) + \frac{1}{2} \left( R_0^*(t) + R_3^*(t) \right) u_3(t) \right] - k_3 \left[ R_2^*(t) u_2(t) + \frac{1}{2} \left( R_1^*(t) + R_3^*(t) \right) u_4(t) \right] + \frac{1}{2} R_3^*(t) Z_1(t),
\]
Macroradical Concentration. Substituting Eqs. (18) into Eq. (13) under the same initial conditions gives the following differential equations governing the harmonic amplitudes of the macroradical concentration, $M_i^j$:

\[
\frac{dM_i^j(t)}{dt} = \frac{k_i}{2} \left[ 2R_i^j(t)u_0(t) + R_i^j(t)u_1(t) + R_i^j(t)u_2(t) \right]
+ R_i^j(t)u_3(t) - k_i [2M_i^0(t)R_i^0(t) + M_i^1(t)R_i^1(t) + M_i^2(t)R_i^2(t)]
+ M_i^3(t)R_i^3(t) - k_i \left[ 2M_i^0(t)Z_0(t) + M_i^1(t)Z_1(t) \right],
\]

Monomer Concentration. Substituting Eqs. (15) and (18) into Eq. (14), we obtain the following coupled equations for the monomer concentration harmonics, $u_j$:

\[
\frac{du_0(t)}{dt} = -\frac{k_p}{2} \left[ 2M_i^0(t)u_0(t) + M_i^1(t)u_1(t) + k_p M_i^2(t)u_2(t) \right]
+ M_i^3(t)u_3(t) - \frac{k_i}{2} \left[ 2R_i^0(t)u_0(t) + R_i^1(t)u_1(t) \right],
\]

\[
\frac{du_1(t)}{dt} = -S_1k_p \left[ M_i^1(t)u_0(t) + \left[ M_i^0(t) + \frac{1}{2} M_i^2(t) \right] u_1(t) \right]
+ \frac{1}{2} [M_i^1(t) + M_i^2(t)]R_i^3(t)
+ k_i \left[ R_i^1(t)u_0(t) + \frac{1}{2} R_i^2(t)u_1(t) \right]
+ \left[ R_i^1(t) + R_i^2(t) \right] u_2(t)
+ \frac{1}{2} \left[ R_i^2(t)u_2(t) \right],
\]

\[
\frac{du_2(t)}{dt} = -S_2k_p \left[ M_i^2(t)u_0(t) + \frac{1}{2} [M_i^1(t) + M_i^2(t)] u_1(t) \right]
+ M_i^3(t)u_3(t) - \frac{k_i}{2} \left[ 2R_i^3(t)u_0(t) + R_i^1(t)u_1(t) \right]
+ \frac{1}{2} \left[ R_i^1(t) + R_i^2(t) \right] u_3(t)
+ \frac{1}{2} \left[ R_i^2(t)u_2(t) \right].
\]
spatial-harmonic components: which yields the following first two polymer concentration

is assumed that a time varying diffusion parameter is not

where

Inhibitor Concentration: Combination of Eqs. (18) with

Eq. (10) yields similar first-order coupled equations for

the oxygen harmonics. However, in this case, because of

the high mobility of the oxygen molecules, i.e., $D_z = D_m$, it is

assumed that a time varying diffusion parameter is not

necessary and that only two harmonic amplitudes must

be retained:

\[
\frac{dZ_0(t)}{dt} = -k \left\{ 2M_0^*(t) + R_0^*(t) \right\} Z_0(t) + M_1^*(t)
\]

\[
+ \frac{1}{2} R_1^*(t) Z_1(t) \right\},
\]

\[
\frac{dZ_1(t)}{dt} = -k \left\{ 2M_1^*(t) + R_1^*(t) \right\} Z_1(t) + 2M_0^*(t)
\]

\[
+ M_2^*(t) + R_2^*(t) \right\} Z_1(t) \right\}
\]

\[
- K^2 D_z Z_1(t).
\]

These first-order coupled differential equations are then

solved numerically with the initial conditions presented in

Eq. (19). The concentration of polymerized monomers

(repeat monomer units) after an exposure of duration $t$ is

given by

\[
N(x,t) = \int_0^t \int_{-\infty}^{\infty} G(x,x') F(x',t') u(x',t') dx' dt'
\]

\[
= \int_0^t \int_{-\infty}^{\infty} k_p G(x,x') \sum_{i=0}^{\infty} M_i^*(t) \cos(iKx')
\]

\[
\times \sum_{j=0}^{\infty} u_j(t) \cos(jKx') dx' dt,
\]

which yields the following first two polymer concentration spatial-harmonic components:

\[
N_0(t) = \frac{1}{2} \int_0^t k_p [2M_0^*(t') u_0(t') + M_1^*(t') u_1(t') + M_2^*(t') u_2(t')
\]

\[
+ M_3^*(t') u_3(t')] dt',
\]

\[
N_1(t) = \frac{1}{2} \int_0^t k_p [2M_1^*(t') u_0(t') + [2M_0^*(t') + M_2^*(t')] u_0(t')
\]

\[
+ [M_1^*(t') + M_3^*(t')] u_2(t') + M_2^*(t') u_2(t')] dt'.
\]

In numerically calculating the polymer harmonic concentrations, higher-order harmonics of monomer concentrations, i.e., $u_{2-3}$, are assumed to be negligible. Once the monomer harmonics values are known, the polymer harmonic amplitudes can be calculated by substitution into Eq. (25).

4. DIFFRACTION EFFICIENCY AND REFRACTIVE INDEX MODULATION

During the formation of a thick transmission type holographic phase grating the photopolymerization taking place is typically not observed directly. It is the time varying grating diffraction efficiency, $\eta(t)$, that is measured in real time by probing the grating during formation with light of a wavelength that lies outside the range of absorption of the photosensitizer but replays the grating at the Bragg condition, i.e., is on-Bragg. Using first-order electromagnetic coupled wave theory [42], the relationship between the diffraction efficiency, $\eta(t)$, and the first harmonic of the grating refractive index modulation, $n_1(t)$, is given by

\[
\eta(t) = \sin^2 \left( \frac{\pi d n_1(t)}{\lambda \cos \theta} \right),
\]

where $d$ is the thickness of the material layer, $\lambda$ is the wavelength of the probe–replay laser, and $\theta$ is the on-Bragg angle associated with that wavelength. More rigorous models are available that include multiwave components, higher-order ($n_{2-3}$) grating harmonics, [43], and the effects of nonuniform gratings [44].

In order to theoretically predict the temporal evolution of the refractive index modulation, $n_1(t)$, during holographic exposure, it is necessary to know (a) the refractive index of the material layer before exposure, $n_{\text{dark}}$ (b) the refractive index values of the individual components of the material at the probe wavelength, and (c) their time varying concentrations or volume fractions (see Part II [1]).

We begin by examining the average refractive index of the material layer, $n$, which is dependent on the refractive indices of the individual material components and their volume fractions. Building on work by Kelly et al. [45], this relationship can be expressed by using the Lorentz–Lorenz relation [9,15,16,33,45]:

\[
\frac{n^2 - 1}{n^2 + 2} = \varphi^{(m)} \frac{n_m^2 - 1}{n_m^2 + 2} + \varphi^{(p)} \frac{n_p^2 - 1}{n_p^2 + 2} + \varphi^{(b)} \frac{n_b^2 - 1}{n_b^2 + 2} + \varphi^{(H)} \frac{n_H^2 - 1}{n_H^2 + 2},
\]

where $n_m$, $n_p$, $n_b$, and $n_H$ are the refractive indices of monomer, polymer, background material, and holes, re-
spective, where it is assumed that \( n_H = 1 \) (i.e., in vacuo). \( \varphi^{(m)}, \varphi^{(p)}, \varphi^{(b)}, \) and \( \varphi^{(HI)} \) are the respective volume fractions of these components, where the volume fraction is given by \( \varphi_i = x_i v_i / \Sigma x_i v_i \), where \( x_i \) is the mole fraction and \( v_i \) is the molar volume of the \( i \)th component. The material is therefore modeled as being made up of monomer, polymer (monomer repeat units), holes, and an unchanging background material. In this way, the collapse [35] (or diffusion [33]) of the holes will result in an overall reduction in volume, but the total volume fraction is by definition conserved [9,15,16,33,45,46],

\[
\varphi^{(m)}(t) + \varphi^{(p)}(t) + \varphi^{(b)}(t) + \varphi^{(HI)}(t) = 1.
\]  

However, in this paper we have neglected all material swelling and shrinkage effects [15,16,33,45], and therefore the concentration of holes is assumed negligible. Thus, the temporal evolution of the index modulation can be written as [15,33]

\[
n_1(t) = \left( \frac{n_2^{(m)}(n_2^{(p)} + n_2^{(b)} + n_2^{(HI)})}{6n_{dark}^{(m)}} \right) \left[ 1 - \left( \frac{n_2^{(m)} - n_2^{(p)} - n_2^{(b)} - n_2^{(HI)}}{n_2^{(m)} - n_2^{(p)} + n_2^{(b)} + n_2^{(HI)}} \right) \right] \phi_1(t),
\]

where \( n_{dark} \) is the refractive of the material before exposure. \( \phi_1(t) \) and \( \phi_2(t) \) are the time varying first-harmonic volume fraction components of monomer and polymer, respectively, values of which are obtained by solving Eqs.(22)–(25). At grating growth saturation, when there is no monomer left to be polymerized, i.e., \( \phi_1(t) = 0 \), Eq. (29) reduces to \( n_1(t) = \phi_2(t) \).

5. THEORETICAL MODEL PREDICTIONS

The predictions of the model presented in Section 3 are now discussed. Numerical results describing the behavior of the monomer and polymer concentrations are examined, and \( n_1(t) \) is then calculated by using Eq. (29). Comparisons of the results of simulations performed retaining 4, 8, and 12 harmonics are made in order to assess the numerical convergence of the method.

Continuous Exposures

In Part II [1], the general photokinetic model is applied to characterize photopolymer material behavior. Before carrying out this procedure we examine the general behavior predicted by our model.

In all the theoretical simulations presented here, it is assumed that the effect of time varying viscosity changes is negligible. As a result the kinetic parameter values chosen for \( k_p, k_i, k_{ip}, k_z, k_t, \) and \( D_m \) are assumed constant and are given appropriate values or assigned search ranges (in the case of numerical fitting) that are typical for materials similar to AA/PVA photopolymers [13–16,18,19].

All analyses assume layers of thickness \( d = 100 \mu m \), exposed with an average incident intensity of \( I_0 = 2 \) mW/cm\(^2\). In order to predict the time variation of absorbed intensity during exposure, \( I_b(t) \), in Eq. (7), and thus the generation of primary radicals with time, it is necessary to convert the exposure intensity, \( I_b(t) \), into the appropriate units, (Einstein/cm\(^2\) s), by using

\[
I_b(t) = I_i \left( \frac{\lambda}{N_m h c} \right) T_{sf}.
\]

In this equation \( \lambda = 532 \) nm is the wavelength of the exposing light, \( N_m = 6.02 \times 10^{23} \) mol\(^{-1} \) is Avogadro’s constant, \( c = 3 \times 10^8 \) ms\(^{-1} \) is the speed of light, \( h = 6.62 \times 10^{-34} \) Js is Planck’s constant, and \( T_{sf} \) is an experimentally estimated loss parameter that takes into account Fresnel and scatter losses [10,16,24].

Since all the simulations presented in this section are generated assuming the same exposure intensity and material thickness, the values used to predict the time variation in absorbed intensity, using Eq. (7), are as follows:

\[
e = 2 \times 10^8 \text{ cm}^2/\text{mol}, \quad \varphi = 0.021 \text{ mol/Einstein}, \quad \text{and } T_{sf} = 0.74.
\]

\( \Phi = 0.2 \) is the number of radicals produced per photon absorbed, Eq. (6). These values appear in the literature [10,16] and were estimated from fits to standard AA/PVA experimental data.

The set of four harmonic coupled differential equations presented in Section 3, i.e., Eqs. (20), (21), and (23), combined with Eqs. (25), (26), and (29), are solved for the initial conditions given in Eq. (19), with \( U_p = 2.83 \times 10^{-3} \text{ mol/cm}^3 \) and \( Z_0 = 1 \times 10^{-7} \text{ mol/cm}^3 \). The other parameters used are as follows: \( k_p = 1.6 \times 10^6 \text{ cm}^3/\text{mol}^{-1} \text{s}^{-1}, \quad k_i = 9 \times 10^7 \text{ cm}^3/\text{mol}^{-1} \text{s}^{-1}, \quad k_{ip} = 1 \times 10^{11} \text{ cm}^3/\text{mol}^{-1} \text{s}^{-1}, \quad k_z = 5 \times 10^8 \text{ cm}^3/\text{mol}^{-1} \text{s}^{-1}, \quad D_m = 2 \times 10^{-11} \text{cm}^2 \text{s}^{-1}, \quad k_{z,0} = 5 \times 10^5 \text{ cm}^3/\text{mol}^{-1} \text{s}^{-1}, \quad \text{and } D_z = 5 \times 10^{-8} \text{cm}^2 \text{s}^{-1} \). The spatial frequency assumed in these simulations is 1000 lines/mm; the parameter \( S_1 = 0.94 \) is chosen to yield a value of \( S_1 = 0.94 \). This corresponds to a nonlocal response length of \( \sqrt{\alpha} = 54 \) nm [3,9,11,15,16,37].

Plots of the amplitudes of the first two harmonics of the monomer and polymer concentrations, as a function of time, are presented in Figs. 1 and 2, respectively. In both plots the solid curve represents the solutions when four harmonics are retained during the numerical solution of the coupled differential equations, i.e., \( R_1^*, M_1^* \), and \( u_j \) for \( 0 < j < 4 \). The short-dashed curves represent the solutions generated with retention of 8 harmonics, and the long-dashed lines represent the solutions generated with 12
harmonics are retained. The resulting one-dimensional integro-differential nonlocal photopolymerization-driven-diffusion equations are rewritten as a set of coupled first-order differential equations and solved numerically. The model is shown to converge satisfactorily with the retention of a sufficient number of concentration harmonics.

In [4] the development of models in this area is briefly examined, and, as outlined, the model presented here consistently combines several results appearing elsewhere in the literature. However, several completely novel ideas also appear. Two examples of this are (a) the elimination of the steady-state assumption, which makes differentiation between the bimolecular and primary termination mechanisms unnecessary, and (b) the elimination of the separate inclusion of a nonlocal temporal response [15].

Much remains to be done. One possible list of physical processes and effects that are not yet included in this model are given in [4]. However, before further generalization is attempted, it is necessary to compare the predictions of the model to reproducible experimental data for different photopolymer materials. The initial results of such a comparison are presented in Part II of this series of papers [1].
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