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\textbf{Abstract}—A new dynamical closed-loop method is proposed to control dielectric charging in capacitive MEMS positioners/varactors for enhanced reliability and robustness. Instead of adjusting the magnitude of the control voltage to compensate the drift caused by the dielectric charge, the method uses a feedback loop to maintain it at a desired level: the device capacitance is periodically sampled and bipolar pulses of constant magnitude are applied. Specific models describing the dynamics of charge and a control map are introduced. Validation of the proposed method is accomplished both through discrete-time simulations and with experiments using MEMS devices that suffer from dielectric charging.

\textbf{Index Terms}—MEMS control, dielectric charging control, MEMS reliability

\section{I. INTRODUCTION}

In recent years, the use of electrostatic MEMS devices has been extended to a wide set of applications, including RF components, resonators, micromirrors, capacitive sensors, etc. However, the commercial use of these devices is hindered by reliability problems limiting their lifetime [1]. Typical structures of capacitive MEMS devices include silicon oxide and nitride as the most common dielectric materials (see the recent review [2] and references cited there). For those capacitive MEMS, the charge accumulated in dielectric layers has a significant impact on the behaviour of such devices by altering the electric field distribution in the gap and causing offset shifts in the capacitance-voltage ($C$–$V$) characteristic, as is shown, for instance, in [3]–[6]. Thus, detection and control of dielectric charge are of capital importance due to their strong influence on device performance and reliability.

It is well known that many insulating layers demonstrate carrier conduction when the electric field or temperature is sufficiently high. Types of conduction mechanisms depend fundamentally on the specific materials and on the strength of the applied electric field [7], [8]. The problem of dielectric charging has been actively studied over recent decades, and certain progress has been achieved (see, for instance, [1] and literature cited there). The charging dynamics strongly depends on the dielectric type, the applied voltage and the architecture of the system. It involves many physical mechanisms, not all of which are fully understood, but it is commonly accepted that charge is injected from one of the electrodes and trapped within the dielectric [9], [10]. Dielectric charging can be found in RF MEMS as well as in other types of micro devices where dielectric materials contacting with metals are a part of their topologies [11]–[13].

With the accumulation of experimental data, theoretical and modelling results, several methods that allow the prevention or elimination of the dielectric charge have begun to appear in the literature. Refs. [14]–[16] develop and validate through experimental fitting a phenomenological model for dielectric charging and discharging under either positive or negative applied voltages in RF MEMS switches. According to this, waveform signal changes [17] and periodic switching of voltage polarity [14]–[16] have been proposed and demonstrated as promising ways to reduce the effects of dielectric charging. Indeed, since the electrostatic force is attractive, MEMS devices can be actuated by either positive or negative voltages. In this approach, the dielectric charge may be "compensated" since bipolar voltages cause opposite effects in dielectric: charge injection and extraction.

However, open-loop methods still exhibit long term reliability problems. For instance, since the charging behaviours under the different polarities are not symmetrical, a small amount of net charge still accumulates under equal positive and negative duty cycles (i.e. see [18]). In this situation a closed-loop dynamical control can be more effective and robust.

An example of a method employing closed-loop elements of control and bipolar voltages for the specific case of MEMS switches working at given ON/OFF regimes (beyond and before pull-in) can be found in [18], [19]. This method monitors the pull-out voltage shift of the device in order to decide the sign of the voltage to be applied the next time it is pulled down. This means that the time intervals between application of voltages may vary as a function of how the device is scheduled to be working in the down or up positions. Unless some time restrictions apply to the distribution and duration of the periods in the down and up positions, it may not be possible to guarantee a stable value of charge during the whole time the device is operated. For example, all the time the device is constantly being used in the down (or up) position no control is applied to the charge. Large variations of charge may be expected if this time is long compared with the time constants involved in the charging process.

In this paper we propose a new control scheme to fix the dielectric charge to a desired level for MEMS devices working in the OFF state, such as varactors or electrostatic positioners. The method senses in real time the capacitance drift of the
MEMS due to dielectric charging and it dynamically adjusts the ratio of positive and negative voltage duty cycles in order to fix the amount of charge. This control scheme is inspired by sigma-delta modulation: the position (i.e. the input capacitance) of the device is periodically sampled and, after each sampling time, a positive or a negative bias voltage is applied, depending on whether the position is above or below a reference value.

In fact, the proposed method can be seen as a control of the position of the electrostatic MEMS that indirectly provides a control of the dielectric charge. The time constants involved in the process are very different. Changes in the position of the MEMS can be achieved in microseconds, whereas the dielectric charging time constants can be quite large in comparison. In this way, the control of the position of the device is loose (the device will be moving while changing the applied voltages), but the charge is kept almost constant, once stable regimes are achieved. Typical of a feedback control, this scheme has the additional benefit of guarding against drift due to other effects such as mechanical fatigue and temperature change, thereby making the MEMS device not only more reliable, but also more robust.

The paper is organized as follows. Section II of this paper introduces the set of ordinary differential equations used to describe the dynamics of MEMS devices similar to those used in our experiments. It includes three different “phenomenological” models, commonly used in the literature, for describing the dynamics of the charge trapped in the dielectric layer under positive and negative voltages. Since the control method proposed works in discrete time, in section III we introduce and validate discrete-time simulations (maps) as a more efficient analysis tool than differential equations. The effectiveness of the control method in limiting the amount of trapped charge is first validated through discrete-time simulations in section IV. Here we show that for all charging and discharging models considered in this work, the algorithm is capable of fixing the charge in the dielectric. Experimental validation of the control method is presented in section V.

II. STATEMENT OF THE PROBLEM

In this section, we introduce the electromechanical model used to describe our MEMS devices. We point out that we do not consider an equivalent circuit model for the MEMS. Instead, we describe the movable part by a mechanical equation where the dielectric charge affects electrostatic force. Next, models for dielectric charge dynamics are added to make the system of equations self-consistent. Finally, we introduce the charge control algorithm and validate the charge models through comparison with experimental data.

A. Electromechanical Model

A schematic view of an voltage driven MEMS with a movable top electrode is shown in Fig. 1. Using a typical mass-spring-damper ordinary differential equation (ODE), the dynamics of the deflection of the upper electrode \( x(t) \) can be described as follows:

\[
m \ddot{x}(t) + b \dot{x}(t) + kx(t) = F_{el}(x, t)
\]  

where \( F_{el} \) is the electrostatic force applied to the movable electrode, \( m \) its mass, \( b \) the damping factor and \( k \) the effective spring constant.

In order to obtain a simple model of the electrostatic force \( F_{el} \) for devices with homogeneous distribution of charge of one sign, let us assign the instantaneous charges \( Q_1(t) \), \( Q_2(t) \) and \( Q_d(t) \) to the top and bottom electrodes and to the top of the dielectric layer respectively. This approach follows [3], but here we assume that charges are functions of time. Anyway, after the first introduction of time-dependent variables, we will drop the notation \( t \), still assuming that these variables depend on time.

For an electrically neutral system, one can write that

\[
Q_1 + Q_2 + Q_d = 0
\]  

Applying Gauss’ Law, the electric fields in the air gap and in the dielectric (see Fig. 1) are found to be

\[
E_g(t) = \frac{-Q_1}{A \varepsilon_0}, \quad E_d(t) = \frac{Q_2}{A \varepsilon_0 \varepsilon_d} = \frac{-Q_1 + Q_d}{A \varepsilon_0 \varepsilon_d}
\]  

where \( \varepsilon_0 \) is the air permittivity, \( \varepsilon_d \) is the relative permittivity of the dielectric, \( A \) is the area of the upper electrode, \( g \) is the equilibrium gap and \( d \) is the thickness of the dielectric layer.

The voltage drop \( V(t) \) can be calculated by integrating the electric field across the device, from the bottom electrode (at \( z = 0 \)) to the top (at \( z = d + g - x \))

\[
V(t) = -\int_0^d E_d \, dz - \int_d^{d+g-x} E_g \, dz = -E_d \, d - E_g(g-x) = \frac{Q_1 + Q_d}{C_d} + \frac{Q_1}{C_g(t)}
\]  

Here the capacitance of the gap is \( C_g(t) = A \varepsilon_0 / (g-x) \), the constant capacitance of the dielectric layer is \( C_d = A \varepsilon_0 \varepsilon_d / d \). Thus, with \( C_{g,0} = \varepsilon_0 A / g \), the total MEMS capacitance is

\[
C(t) = C_g \| C_d = \frac{A \varepsilon_0 \varepsilon_d}{d + \varepsilon_d(g-x)} = \frac{C_{g,0}}{1 - \frac{x}{g} + \frac{\varepsilon_d}{\varepsilon_0}}
\]  

Now one can obtain the charge at the top electrode \( Q_1 \) as a function of the parasitic charge \( Q_d \)

\[
Q_1 = \left( V - \frac{Q_d}{C_d} \right) C
\]  

and, finally, express the electrostatic force applied to the top electrode as

\[
F_{el} = -\frac{Q_1 E_g}{2} = \frac{Q_1^2}{2A \varepsilon_0} = \frac{C^2}{2A \varepsilon_0} \left( V - \frac{Q_d}{C_d} \right)^2
\]  

where \( Q_1 \) is the charge at the top electrode.
consequently, the pull-in voltage decreases when some amount of negative charge $Q_{d} < 0$ is stored in the dielectric. This agrees with results from the literature [6], [20], [21].

Expression (7) is a particular case of the most general one obtained in [22], where non-planar electrodes and non-homogeneous distributions of charges in the dielectric are considered. The term in brackets of (7) is often referred to as the voltage shift due to the parasitic charge

$$V_{\text{shift}} = \frac{Q_{d}}{C_{d}}$$

making $V - V_{\text{shift}}$ the effective voltage applied to the electrode. Measuring $V_{\text{shift}}$ is one of the most common techniques carried out in experiments, since this simple relation allows one to determine the dielectric charge.

**B. Dielectric Charge Model**

In order to make the model self-consistent, equations describing the evolution of the dielectric charge $Q_{d}$ must be provided together with (1) and (7). Since charge build-up is a very complex process that may involve many mechanisms, we aim at a "phenomenological" model that describes qualitatively the dynamics of the charge. Then, this section introduces briefly the most common charging and discharging laws found in the literature.

While constructing the models, we will keep in mind two things. Firstly, the dielectric can accumulate charges of both polarities, positive and negative, depending on the applied voltage. Secondly, it has been found in [20] that for specific devices used in our experiments the source of charge is the bottom electrode when high electric fields are applied, and that the trapped charge is negative for $V > 0$. We will formulate the model and the control method considering charge of both signs, but we will mostly focus on the case of negative charge while presenting the results. Therefore, to formulate the model we will use two sets of expressions: charging with negative $Q_{d}^{n}$ and discharging of the positive $Q_{d}^{p}$ charge at $V > 0$, and, vice versa, discharging of the negative and charging with the positive charge at $V < 0$. Thus, the total accumulated charge is a superposition of such charges

$$Q_{d}(t) = Q_{d}^{n}(t) + Q_{d}^{p}(t)$$

Below, we describe the three models of the dielectric charge dynamics that we incorporate into the mechanical equation.

1) **Model A — Exponential Dynamics**: The dynamics of the charge of one sign resembles an exponential, $Q(t) = A_{0} + A_{1} \exp(-t/\tau)$, where the constants $A_{0}$ and $A_{1}$ are found from experimental data fitting and time constant $\tau$ represents the characteristic time scale of the process.

Since we require the charge dynamics at both polarities of the voltage, we will redefine $A_{0}$ and $A_{1}$. We introduce the saturation levels $Q_{\text{max}}^{n,p}$ and $Q_{\text{max}}^{p,n}$ eventually reached by negative and positive charges. For simplicity, we use here the initial conditions such that the charging processes start from zero $Q_{d}^{n,p}(0) = 0$ and the discharging processes start from the maximum value $Q_{d}^{n,p}(0) = Q_{\text{max}}^{n,p}$. Therefore, we obtain the equations

$$Q_{d}^{n} = \begin{cases} Q_{\text{max}}^{n}(1 - e^{-t/\tau_{A}^{n}}) & V > 0 \\ Q_{\text{max}}^{n}e^{-t/\tau_{D}^{n}} & V < 0 \end{cases}$$

$$Q_{d}^{p} = \begin{cases} Q_{\text{max}}^{p}e^{-t/\tau_{A}^{p}} & V > 0 \\ Q_{\text{max}}^{p}(1 - e^{-t/\tau_{D}^{p}}) & V < 0 \end{cases}$$

where $\tau_{A}^{n,p}$ and $\tau_{D}^{n,p}$ are the charging and discharging constants for negative and positive charges.

In the most general case, there may be any arbitrary negative and positive charges accumulated in the dielectric by the time $t_{0}$: $Q_{d} = Q_{d}^{n}(t_{0}) + Q_{d}^{p}(t_{0})$, $t_{0} > 0$. The form involving $Q_{d}$ and $t_{0}$ is very convenient for constructing iterative (discrete-time) equations and we discuss it in detail in the next section. We describe eqs. (10)-(11) as Model A.

In [23], dielectric charging is described by the exponential law and obtained using a simple electronic circuit. Works [14], [16], [24], [25] use this law, among others, to fit experimental data. However, all papers admit that this model captures basic features, such as saturation of the charge and the characteristic time for charging, but displays discrepancies from realistic charging curves at short time scales when the charging process has just started.

2) **Model B — Multi-exponential Dynamics**: The extension of Model A is a superposition of exponentials with different time constants $\tau_{i}$: $Q = A_{0} + A_{1}e^{-t/\tau_{1}} + A_{2}e^{-t/\tau_{2}} + \ldots$. In our case, we will take the form of the model from [14], with maximum levels $Q_{\text{max,i}}^{n,p}$ for each ith component of negative and positive charges, such that the total maximum is $Q_{\text{max}}^{n,p} = \sum Q_{\text{max,i}}^{n,p}$. We also introduce the coefficients $c_{n,p}^{i} = Q_{\text{max,i}}^{n,p}/Q_{\text{max}}^{n,p}$ and present the charging and discharging dynamics as

$$Q_{d}^{n} = \begin{cases} Q_{\text{max}}^{n} - \sum c_{n}^{i} Q_{\text{max}}^{n}e^{-t/\tau_{A}^{n,i}} & V > 0 \\ \sum c_{n}^{i} Q_{\text{max}}^{n}e^{-t/\tau_{D}^{n,i}} & V < 0 \end{cases}$$

$$Q_{d}^{p} = \begin{cases} \sum c_{p}^{i} Q_{\text{max}}^{p}e^{-t/\tau_{A}^{p,i}} & V > 0 \\ Q_{\text{max}}^{p} - \sum c_{p}^{i} Q_{\text{max}}^{p}e^{-t/\tau_{D}^{p,i}} & V < 0 \end{cases}$$

which we denote as Model B. Note that, according to the definition, $\sum c_{n,p}^{i} = 1$.

The superposition model is extensively developed in [14], [21], [26]. It is based on measurements of the transient charging and discharging currents of MEMS switches in the ON state, when they resemble Metal-Insulator-Metal (MIM) capacitors. In these works, the superposition model with only two time constants $\tau_{1}$ and $\tau_{2}$ shows a good agreement with experiments and it is used later to develop bipolar actuation waveforms [15], [16]. Model B with two time constants was also obtained from accurate fitting of experimental data in [11] for a single crystal silicon resonator. Moreover, superposition models with two time constants are successfully employed to fit experimental results in other recent papers [25], [27].
3) Model C — Stretched Exponential Dynamics: The charge dynamics is described as: $Q(t) = A_0 + A_1 e^{-(t/\tau)^\beta}$, where $0 < \beta < 1$. In contrast with Models A and B, this law involves 'non-linear' time $t^\beta$. Let us take the conventional form often found in literature as Model C

$$Q_d^n = \begin{cases} Q_{n_{\text{max}}} - (1 - e^{-(t/\tau^p)_D}) C_0^n & V > 0 \\ Q_{n_{\text{max}}} e^{-(t/\tau^p)_D} C_0^n & V < 0 \end{cases}$$

In [28], the stretched exponential law appears from the Williams-Watts stretched exponential functions of time. In [30], the appearance of polarization effects may be very important for certain devices.

The transient capacitance in the ON and OFF states of a MEMS device was well fitted by the stretched exponential law in [29]–[31], where authors point out that the study of polarization effects may be very important for certain devices. In these works, the capacitance is related to the dielectric charge through a simple expression, and both are described as stretched exponential functions of time. In [30], the appearance of the stretched exponential is related to the Williams-Watts-Kohlrausch relaxation law in amorphous dielectric materials.

We note that non-saturation models are suggested in the literature. For example, in [32] the voltage drift as a function of time does not saturate. In addition, Herfst et al [24], [33], while applying the exponential, stretch exponential and square root models to fit experimental data, note that $\sqrt{t}$ accurately describes the voltage shift versus time. The square root itself is a non-saturation function, however, these works note that it might appear as a Taylor expansion of the stretched exponential with $\beta \approx 0.5$.

Since we assume that the dielectric cannot accumulate an infinite amount of charge, we will consider Models A, B and C given by (10)-(11), (12)-(13) and (14)-(15) respectively as the models of the charge dynamics. They all display saturation for each sign of charge, given by $Q_{n_{\text{max}}}$. The dynamics of the square root from [24] can be simulated by Model C with an appropriate time constant and a very large saturation level.

C. Dielectric Charge Control for Capacitive MEMS

Due to the fact that the dynamics of the trapped charge strongly depend on the sign of the applied voltage, it has been demonstrated in [14], [16] that the parasitic charge effects can be mitigated by using bipolar voltage waveforms. The problem is that these are open loop control methods, i.e. no sensing is performed in order to decide which voltage should be applied. Moreover, since dielectric layers exhibit radically different charge time constants, depending on the materials and the fabrication processes, open loop methods do not perform "perfect" charge compensations, and thus the devices still exhibit drift effects after a certain number of actuation cycles.

To address this problem, we propose a method to dynamically control the amount of parasitic charge stored in the dielectric. It measures the device capacitance at each sampling time and compares it with a given threshold value $C_{th}$. If the measured capacitance remains below the threshold, it applies a positive or 'charge' voltage $V_{ch}$, thus injecting charge into the dielectric layer. Otherwise, if the measured capacitance is above the threshold value, it applies a negative or 'discharge' voltage $V_{disch}$, thus removing charge from the dielectric.

Then, defining $V_n$ as the voltage applied after the sampling time $nT_s$, one can write

$$V_n = \begin{cases} V_{ch} & \text{if } C_n < C_{th} \\ V_{dis} & \text{if } C_n > C_{th} \end{cases}$$

where $C_n = C(nT_s)$ is the total MEMS capacitance (5) measured and $x_n$ is the position of the device at the $n^{th}$ sampling time

$$C_n = \frac{C_{g,0} - Q_{d,n}}{1 - \frac{x_n}{g} + \frac{C_{0,n}}{C_{g}} }$$

Though we develop our theory, simulate and demonstrate the control method for a device with an open gap in the regime of a varying capacitance, we see that the method can be eventually extended to devices operating in switching mode. For example, for devices that are prone to strong charging or that discharge slowly, the method can be applied in OFF to reduce the charge introduced during a previous ON state to a minimal level faster than by simply applying a zero voltage.

D. Validation of Charging and Discharging Dynamics

Three different models describing charge dynamics have been considered and discussed in this section. On the other hand, the charge control method, based on the complementary effects of bipolar voltages, has been also introduced. In order to ensure the applicability of the models under bipolar voltage actuation schemes, several fittings with experimental data have been performed. Three devices with silicon nitride as dielectric layer, but made with two different technologies, PolyMUMPS and a specific process from our clean room, are considered here.

It is also important to note that Models A, B and C appear as models of the dielectric charge dynamics for switches forming MIM capacitors [16], [24], [25]. Since we develop our theory with the open gap, it is a strong motivation for us to validate these models for our devices.

In the experiments, the MEMS capacitance as a function of time, $C(t)$, was monitored. The voltage sequence applied is as follows: 1) zero voltage 2) positive voltage $V_{ch}$ and 3) negative voltage $V_{dis}$. Since our devices accumulate negative charge, the capacitance grows while $V_{dis}$ is being applied and it eventually tends to the corresponding saturation level. When $V_{dis}$ is applied, the capacitance displays a sharp jump and starts growing again, tending to its level as if $Q_d = 0$. An example of this behaviour is shown in fig. 2, where the thick gray line is the capacitance transient measured and the dashed gray line is the capacitance level for $V_{ch}$.

Fig. 2 clearly shows that the dielectric layer accumulates only negative charge. Indeed, if there was positive charge, application of a negative voltage would cause its build-up in the
TABLE I
FITTING PARAMETERS FOR MODEL B

<table>
<thead>
<tr>
<th>Device</th>
<th>$\tau_{C1}$</th>
<th>$\tau_{C2}$</th>
<th>$\tau_{D1}$</th>
<th>$\tau_{D2}$</th>
<th>$\zeta_1$</th>
<th>$\zeta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>110 s</td>
<td>15 s</td>
<td>70 s</td>
<td>20 s</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>4600 s</td>
<td>200 s</td>
<td>4600 s</td>
<td>200 s</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>12000 s</td>
<td></td>
<td></td>
<td></td>
<td>0.25</td>
<td></td>
</tr>
</tbody>
</table>

Dielectric and the increase of the effective voltage according to (7). Therefore, the capacitance would grow beyond the level shown by the dashed line.

The fitting of the experimental $C(t)$ curve obtained using Model B with two time constants is also shown in fig. 2. The fitting method is the following: the charge as a function of time is substituted into eq. (18) to obtain the displacement $x(t)$ caused by this charge and the capacitance (17) is calculated.

The parameters in (12) were varied in order to obtain a good agreement with experimental data.

Figure 3 compares the fitting of the charging section of fig. 2 by Models A, B and C, with Model B being the most accurate for this case. We have tested a number of devices that exhibit very different charging constants and two representative sets of fitting parameters for Model B are summarised in table I. Results displayed in figs. 2 and 3 correspond to device 1.

Figure 4 gives a fitting for another device that is also prone to charging, but with a characteristic charging time very large when compared to devices 1 and 2. In this case, though both Model B and Model C can be used for fitting the curve, Model C is the most accurate. Since different types of devices may be described by different models, we will obtain a discrete time system and present numerical simulation for all models in order to ensure the effectiveness of the method.

III. DISCRETE-TIME MODEL

A. Position of the MEMS device

For the self-consistent electromechanical model given by eqs. (1), (7), (16) and one of (10)-(11), (12)-(13) or (14)-(15) we can obtain a discrete-time map describing the evolution of the device under our control method (16) between two consecutive sampling events. The discrete-time system later will be used for theoretical analysis and numerical simulations.

The selection of the control voltage is determined by the current capacitance value, or, according to (17), by the current position $x(t)$. We consider a sequence of discrete values of the position $x_n = x(nT_s)$ and the dielectric charge $Q_n = Q_d(nT_s)$ and introduce them into the system.

For the mass-spring-damper equation (1), it is assumed that the sampling time $T_s$ is much larger than the characteristic decay time of eigen-oscillations. Under this condition, which is generally the case, we can consider the sampled position $x_n$ as the steady-state position of the device (1) under the external

Fig. 2. Experimental capacitance transient (gray line) and its fitting obtained with Model B (red line). Fitting parameters are given in table I.

Fig. 3. Zoom of the experimental 'charging' transient of Fig. 2 (black line) and its fitting obtained with Models A, B and C.

Fig. 4. Experimental capacitance transient (black line) and its fitting obtained with Models A, B and C. The insert shows the dependence of the dielectric charge with time for all these models.
net force $kx - F_d$, being $F_d$ given by (7). Then, we can find $x_n$ from the following equation

$$kx_n = \frac{C_2^2(V - Q_n/C_d)^2}{2\varepsilon_0 A}$$  (18)

In order to simplify, let us introduce the following variables

$$y_n = x_n/g, \quad \gamma = \frac{C_{2,0}}{C_d}, \quad \beta = \frac{C_2^2 g_2}{2\varepsilon_0 A k_2 g}. \quad V_{Q_n} = V - Q_n/C_d$$  (19)

and write (18) in the form of the following polynomial

$$y_n(1 - y_n + \gamma)^2 - \beta V_{Q_n}^2 = 0$$  (20)

After solving (20) and returning to the variable $x_n$, we obtain the position of the MEMS $X = \{Q, b\}$ as a function of the applied voltage and dielectric charge. The solution and analysis of the polynomial (20) is given in Appendix A. With the position sequence $X_n(V, Q)$ obtained, we now proceed to the equations that describe the dielectric charging dynamics to complete the discrete-time model.

B. Charging and Discharging Dynamics

To obtain the equations for the dielectric charge dynamics, we define the decision bit sequence $b_n \in B = \{0, 1\}$ as

$$b_n = \frac{1}{2}(1 + sgn(C_{th} - C_n))$$  (21)

For simplicity and in order to obtain the analogy with our experiments, we will obtain the discrete-time equations of the charging and discharging models for only negative charge. Since the total charge is a superposition and the equations for positive and negative charges have the same form, it is easy to extend the resulting iterative equations to the case of both charges. For negative charge only, $Q_d = Q_2^n$ and let us omit the upper index $n$ in all subsequent formulas.

In order to put Model A into sampled form, we write eq. (10) using the condition $Q_0 = Q(t_0)$ at arbitrary $t_0 > 0$

$$Q_d = \begin{cases} Q_{\text{max}} + (Q_0 - Q_{\text{max}})e^{-(t-t_0)/\tau_C}, & V > 0 \\ Q_0 e^{-(t-t_0)/\tau_D}, & V < 0 \end{cases}$$  (22)

Now, each sampling event corresponds to the substitution into the equation of the following expressions: $t - t_0 = T_s$ and $Q_0 = Q_n$. At the next sampling time $(n + 1)T_s$, the solution is found through the following discrete-time equations

$$Q_{n+1} = \begin{cases} Q_n + \alpha_C + Q_{\text{max}}(1 - \alpha_C), & V > 0 \\ Q_n, & V < 0 \end{cases}$$  (23)

where $\alpha_C = e^{-T_s/\tau_C}$ and $\alpha_D = e^{-T_s/\tau_D}$. With $b_n$ defined, one can rewrite (23) in a more compact form as

$$Q_{n+1} = \alpha_D (\frac{Q_n}{Q_{\text{max}}})^{b_n} Q_n + Q_{\text{max}}(1 - \alpha_C) b_n = \Theta_A(Q_{\text{max}}, \alpha_C, \alpha_D; Q_n, b_n)$$  (24)

where we denoted the right part of the map shortly as $\Theta_A(P_A; Q, b)$, a function of the set of parameters $P_A = \{Q_{\text{max}}, \alpha_C, \alpha_D\}$ and the variables $Q$ and $b$.

Model B can be presented as a superposition of exponentials in the form (24). We define $\alpha_C$ and $\alpha_D$, in the same way as for the previous case, the saturation levels $Q_{\text{max},n} = \zeta Q_{\text{max}}$. The auxiliary variables $Q^{(i)}$ allow one to find the total charge.

At the charging stage, $V > 0$

$$Q_{n+1}^{(i)} = Q_n^{(i)} + \zeta Q_{\text{max}}(1 - \alpha_C)$$

$$Q_{n+1} = \sum_i Q_{n+1}^{(i)}$$  (25)

At the discharging stage, $V < 0$

$$Q_{n+1}^{(i)} = Q_n^{(i)} + \zeta Q_{\text{max}}(1 - \alpha_D)$$

$$Q_{n+1} = \sum_i Q_{n+1}^{(i)}$$  (26)

Summarising, the compact form of Model B is

$$Q_{n+1} = \sum_i \Theta_B(P_B; Q_{n+1}^{(i)}, b_n) = \Theta_B(P_B; Q_n, b_n)$$  (27)

which is a superposition of the functions $\Theta_A$ with the appropriate sets of parameters $P_A = \{\zeta Q_{\text{max}}, \alpha_C, \alpha_D\}$ and variables $Q_{n}^{(i)}$ and $b$. We denote this superposition in the right part of the equation as the function $\Theta_B(P_B; Q, b)$.

Model C involves the non linear expression for time $t^\beta$ and, as a consequence, the rate of change of the stretched exponential process changes with time. Thus, a simple and linear expression similar to (24) cannot be found for this model. Instead, we propose the following iterative algorithm: while the decision bit is $b_n = 1$ and the dielectric is charging, the next value of charge is calculated using the following law

$$t_{n+1} = t_s + \tau_s (-\ln[1 - Q_n/Q_{\text{max}}])^{1/\beta_C} \quad Q_{n+1} = Q_{\text{max}}(1 - \exp[-(t_{n+1}/\tau_C)^{\beta_C}])$$  (28)

However, when $b_n = 0$ and one switches to discharging, we find the time instant $t^\beta$ at the discharging curve $Q_D(t)$ such that $Q_D(t^\beta) = Q_n$ and take the next iteration using the discharging law

$$t_{n+1} = t_s + \tau_D (-\ln[Q_n/Q_{\text{max}}])^{1/\beta_D} \quad Q_{n+1} = Q_{\text{max}} \exp[-(t_{n+1}/\tau_D)^{\beta_D}]$$  (29)

The latter equation can be written in a compact form using the decision bit $b_n$

$$t_{n+1} = t_s + \tau_D (-\ln[Q_n/Q_{\text{max}}])^{1/\beta_D} \times \exp[-(t_{n+1}/\tau_D)^{\beta_D}]$$  (30)

where the set of parameters for the stretched exponential is denoted as $P_C = \{\zeta Q_{\text{max}}, \tau_s, \tau_D, \beta_C, \beta_D\}$. Note that in the discrete-time equation (30) the time $t_{n+1}$ is introduced only for a simpler representation. Note also that in all models $\Theta_C(P, Q, b)$ is a function of only the dielectric charge at the previous sampling time and the decision bit.

Summarizing all of the above, expressions (21) and one of (24), (27) and (30) define a map

$$\mathbb{R} \times B \rightarrow \mathbb{R} \times B$$
Fig. 5. Total capacitance $C_{\text{tot}}$ as a function of time obtained as a solution of ODEs (1), (7) and (10) (solid line) and the same capacitance as a solution of the iterative map (31) (circles) when the control mechanism (16) is being applied. Parameters are taken from Table II and $\tau_C = \tau_D = 60s$.

for the state vector $\{Q, b\}$. In this map, $\mathcal{B}$ is $\{0, 1\}$ and the evolution operator is

$$T(Q, b) = \left(\frac{1}{2} \left[ 1 + \text{sgn} \left( C_{\text{th}} - \frac{C_{\text{th}, \text{a}}}{1 + \gamma - \mathcal{X}(V, Q) / g} \right) \right] \right)$$

where $\mathcal{X}(V, Q)$ is defined in (39) (see Appendix A) and $\Theta(P; Q, B)$ is one of the functions $\Theta_{A, B, C}(P, Q, b)$, depending on the charging model used.

Let us note that the map above must be established between $\mathbb{R} \times \mathcal{B} \to \mathbb{R} \times \mathcal{B}$ (and not simply between $\mathbb{R} \to \mathbb{R}$) because the rest position of the device depends on the applied voltage, and this voltage depends on the previously obtained bit. Key properties of the map (31) are given in Appendix B.

IV. SIMULATION RESULTS

Using the map (31) obtained in the previous section, we carried out a large set of discrete-time simulations in order to demonstrate that the proposed method is able to keep the parasitic charge under control, avoiding undesired effects such as time drifts or device collapse after large working periods.

In experiments we have tested a number of devices with different parameters and charging/discharging characteristics. For numerical simulations we introduce a generic device whose parameters are listed in Table II. At the same time, we varied the parameters that are related to the algorithm ($V_{\text{ch}}$, $V_{\text{dis}}$ and $C_{\text{th}}$) and to the charge dynamics (for instance, $Q_{\text{max}}$ and the charging constants) over a wide range trying to keep them similar to our experimental devices.

Typically in simulations we use charging constants that have the order of minutes/tens of seconds, although in experiments we often observed larger constants of minutes/hours. However, since $T_s \ll \tau_{C, D}$, we may allow this simplification: if the algorithm is effective with such fast charging/discharging, it will be effective with slower processes as well.

First, we note the correspondence between the system formulated in terms of ODEs (1), (7) and (10) and the iterative map (31) obtained in the previous section. The correspondence must be very precise: all equations are solved analytically, and the only assumption made was that all time derivatives are zero. The latter is valid if the sampling time $T_s$ is large enough. After the time $\tau_0 \sim 2m/b$ all eigen oscillations of the MEMS will decay; in our case $\tau_0 \sim 10^{-4}$ and $T_s \sim 10^{-2}$.

TABLE II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$100 \times 500 \mu m^2$</td>
</tr>
<tr>
<td>k</td>
<td>$335 \text{ N/m}$</td>
</tr>
<tr>
<td>$g$</td>
<td>$1 \mu m$</td>
</tr>
<tr>
<td>d</td>
<td>$85 \text{ nm}$</td>
</tr>
<tr>
<td>$T_s$</td>
<td>$10 \text{ ms}$</td>
</tr>
</tbody>
</table>

Fig. 6. Total capacitance and dielectric charge simulation transients resulting from an applied voltage sequence composed by positive $13.5V$ and negative $-5.5V$. Lines 1, 2 and 3 correspond to Models A, B and C respectively.

Fig. 7. Simulated capacitance and dielectric charge transients applying the charge control method. The charging model used is Model A.
Fig. 5 shows a good correspondence between the controlled capacitance \( C(t) \) obtained as a solution of the ODEs and from the map.

The default value of \( Q_{\text{max}} \) used in this section is \(-50\) pC. This may cause up to \(-2.4\) V of the voltage shift (8) for the generic device, whose pull-in voltage is \( V_{P1,d} = 15.45\) V. We also selected the value of \( V_{th} = 13.5\) V in such way that when the dielectric is fully charged (with \( Q_{\text{max}} \)), the effective total voltage will exceed the pull-in value and device goes into the ON state.

To illustrate the working principle of the charge control method, and also to validate the response of the proposed iterative map, Fig. 6 shows a simulation with two time intervals corresponding to states that can be achieved during the application of the control method. A positive voltage is first applied and the parasitic charge and the capacitance slowly grow. Note that if the voltage is applied for a longer time, the additional electrostatic force due to the dielectric charge leads the device to pull-in. Next, after 60 s, a negative voltage is applied and thus charge is removed from the dielectric and the capacitance returns to a value closer to the initial. In this figure, the dynamics for charging models A, B and C are shown.

Figure 7 shows the simulation results when the charge control method is implemented with the same voltage values as in Fig. 6, with \( C_{th} = 0.6\) pF and using Model A. In this case, both the capacitance and the parasitic charge increase when the positive voltage is applied until \( C_{th} \) is reached. At this moment, the control method applies the negative voltage, forcing the capacitance to decrease due to the jump to a new steady-state position and due to charge removal. At the next sampling time, the capacitance is under the threshold value, so the positive voltage is reapplied and the cycle restarts. It is shown that this method allows one to maintain the parasitic charge under control, avoiding device collapse even after long periods of time. Note that the device capacitance is kept predominantly under \( C_{th} \), but with oscillations of about \( \pm \frac{15}{\text{pF}} \). However, this amplitude decreases for increasing values of the sampling frequency.

The algorithm is applicable to all charging models proposed in Sec. II. Control waveforms for other models, B and C have the same form and instead of presenting them as a plot, we summarise the result in table III. For each model with particular parameters listed in the table, we give the maximal and minimal values of \( Q_d \) and \( C_{\text{tot}} \) in a steady-state control cycle of the algorithm. Despite minor variations, the algorithm is capable of fixing the capacitance at the target level for all models.

The parameters in the first three cases in the table are selected to model the charging and discharging patterns from fig. 6. However, Model B(2) presents a sample of a set of numerical simulations at the parameters of the charging/discharging dynamics that are ‘inspired’ by the fitting results discussed in Section II (device 2 from table I). In this case, the variation of the capacitance is about \(0.07\) pF, which is smaller than in the previous examples.

The bit stream sequence \( b_n \) corresponding to the “steady-state” phase of Fig. 7 is strongly regular, and mostly consists of series of ‘1’ separated by a single ‘0’. In order to understand this, we must take into account that each time we apply a positive voltage, the rest position drifts due to the dielectric charge accumulation until \( C_{th} \) is reached. Applying a negative voltage after that immediately decreases the capacitance below the target level. (There is an asymmetry in actuation, see eq. (7), such that electrostatic force is always different in the presence of the dielectric charge even if \( V_{th} = |V_{\text{dis}}| \).) After that a new cycle of charging starts. Therefore the system tends to oscillate around the target capacitance until the drift is too large, forcing then a change in the bit sequence.

It is important to note that the algorithm is insensitive to initial conditions. The plot of the dielectric charge as a function of time \( Q_d(t) \) from fig. 7 starts from various initial conditions and, as one can see, the same steady-state level of \( Q_d \) is reached and the same \( b_n \) is displayed in all cases.

In order to show that the algorithm is capable of fixing the target charge, in fig. 8 we compare the dielectric charge fixed by the control method \( Q_d \) with the “desired” level of charge, calculated analytically through eq. (40), as a function of the threshold capacitance \( C_{th} \). As is seen from the figure, except for small values of \( C_{th} \), the method precisely fixes the charge. The area where the method fixes \( Q_d \) different from the target level depends on the ratio \( \tau_D/\tau_C \).

We have also studied the behaviour of the system over a wide range of control parameters. To this effect, planes of parameters (\( \tau_D/\tau_C, C_{th} \)) for Model A have been obtained from numerical simulations. In the plane shown in fig. 9, the same range of \( C_{th} \) as in fig. 8 and one reasonable range of parameters (\( \tau_D/\tau_C \)) are shown.
\( \tau_D / \tau_C \) are considered. In all these cases, the control algorithm fixes the desired dielectric charge and prevents the device from pull-in. We only note that in the region marked as 'controlled (2)' the charge that is fixed is larger than desired. See a detailed discussion on planes and comparison with theory in Appendix B.

Finally, we discuss the influence of \( V_{ch} \) and \( V_{dis} \) on the performance of the algorithm. These parameters affect the saturation level \( Q_{max} \) and charging/discharging constants. Properly selected voltages can also decrease the oscillations of the capacitance. From the plane in fig. 9, it is clear that the algorithm is effective for a range of \( C_{th} \), \( \tau_D / \tau_C \) and \( Q_{max} \). and in most cases minor variations of voltage values are not crucial. The only condition we impose is that there must be charging of the dielectric at \( V_{ch} \) (note that there is always discharging at \( V_{dis} \) even if \( V_{dis} = 0 \)). Based on our own experiments, we can conclude that charging is often the case for \( V_{ch} \) that are below pull-in \( V_{P1,d} \). We do not impose any specific condition for \( V_{dis} \), however, again from our experiments and the literature [11], it is known that if strongly affects \( \tau_{dis} \) and the increase of \( V_{dis} \) decreases the area of 2-cycles in fig. 8 and fig. 9 and in general improves algorithm performance.

V. EXPERIMENTAL RESULTS

In order to experimentally validate the feasibility of the control method introduced and discussed in the previous sections, an extensive set of measurements with and without applying the control method to different MEMS devices has been performed. As it was commented above, we have tested several devices made with two different technologies: PolyMUMPS and a specific process of our own. All these devices are capacitive switches-like, with silicon nitride as the dielectric material, and they exhibit radically different time constants in the charging and discharging processes.

The experimental setup is based on an Agilent E4980A precision LCR meter, which was used both to measure the MEMS capacitance and to apply the bias voltages, \( V_{ch} \) and \( V_{dis} \), accordingly to the method. The device capacitance was sampled every 50 ms using a 1 MHz / 50 mV AC test signal.

The MEMS device chosen to illustrate the control method for the OFF state was designed and fabricated in our clean room following the process described in [34]. It is a typical bridge structure with a 100 \( \mu \text{m} \times 500 \mu \text{m} \) aluminium beam held by two anchors above a silicon nitride layer. The dielectric layer prevents short-circuiting between the movable beam and the bottom contact, i.e. the fixed plate, when the device is actuated to close. The air gap in the rest state is 1 \( \mu \text{m} \), whereas the aluminium plate and the silicon nitride thickness are 900 nm and 85 nm respectively. This device can be identified as device 3 in Table I, which exhibits charging times of hours.

Fig. 10 shows the \( C - V \) characteristic of the MEMS device. Note that the curve is not symmetrical since, due to the fabrication process, some permanent charge exists. The pull-in voltage when only such permanent charge is stored in the dielectric (initial or "discharged" state) is \( V_{P1} (Q_d = 0) = 15.42 \text{ V} \).

Fig. 11a shows the capacitance transients obtained by applying or not the control method. The plot marked as '1' is the capacitance transient obtained when a constant voltage \( V_{ch} = 13.5 \text{ V} \) is applied to the MEMS for 55 hours. The measurement starts with an initial time lapse of 300 s, on which zero voltage is applied to set the device to its initial or 'discharged' state. After that, the measurement time line clearly exhibits two different behaviours. In the first one, which lasts until the 38th hour, it is seen that the capacitance increases about 260 \( \text{fF} \) due to charge accumulation. From \( t=38 \text{h} \) on, the measured capacitance remains around its maximum value, since the device is closed. Note that the change in behaviour seen at \( t = 38 \text{ h} \) is due to the fact that the injected charge during the previous phase produces an additional and slowly-increasing electrostatic force that leads to a pull-in event, forcing the device to collapse despite the fact that the control voltage is always under the pull-in value. This is exactly the same phenomenon previously seen in the simulations.

The plot marked as '2' in Fig. 11a shows the capacitance transient when applying the control method with \( C_{th} = -50 \text{ pC} \). For all values of the control parameters \( C_{th} \) and \( \tau_D / \tau_C \), the method fixes the dielectric charge \( |Q_d| < |Q_{max}| \), however, the area marked as 'controlled (2)' corresponds to 2-cycles and the fixed charge is slightly larger than the desired level.
In order to contrast the effects of the parasitic charge stored in the dielectric layer between applying and not the charge control method in terms of charge, $C-V$ characteristics of the MEMS device have been obtained before and after the experiments. The comparison of the $C-V$ characteristic obtained after each measurement with the one measured with no parasitic charge (see Fig. 10) allows us to extract the shift of the pull-in voltage value. Thus assuming a sheet of charge controlled during the measurement, such as humidity, which is kept under a certain value. The slight variations of the dielectric charge. However note that as follows from (32) taking into account that most of the time the control method is applying positive voltages, therefore leading to negative amounts of parasitic charge. Furthermore, such displacements of the $C-V$ curves agree with previous works involving silicon nitride as dielectric [6], [20], [21]. However this behaviour may vary when other dielectric materials are used. It is also noteworthy that when the control method is applied it can be seen that $V_{\text{shift}}$ is always less than the one obtained applying a constant positive voltage. A summary of the results found for two control experiments using different discharge voltages can be seen in Table IV. In both cases a 2-cycle bit stream (composed of chains of '10') has been obtained for the capacitance threshold applied.

![Table IV](image)

In the OFF state, the capacitance may be tuned to values up to $C_{\text{max}} = (3/2)C_{g,0}/[1 + 3/2\gamma]$. Voltage switching causes some inevitable mechanical movement, reflected as capacitance oscillations of around 30 fF with respect to the target value. This indeed reflects the fact that even loose position control with bipolar voltages allows efficient control of the dielectric charge. However note that as follows from the model and numerical simulations, these displacements can be significantly reduced by adjusting the charging and discharging voltages and the sampling time (see, for instance, simulations of Model B2 in Table III).

In order to contrast the effects of the parasitic charge trapped in the dielectric layer by voltage pulses of amplitude $1.1\, \text{pF}$, which is in strong contrast with plot '1'. $V_{\text{th}}$ is applied until the capacitance reaches $C_{\text{th}}$. At this point, a $V_{\text{dis}}$ pulse is applied for the first time. From then on, voltage switches to $V_{\text{ch}}$ or $V_{\text{dis}}$ accordingly to the value of the current capacitance samples. After the first hour some "steady-state" behaviour is reached, with capacitance values closer to $C_{\text{th}}$ (see magnification in Fig. 11b), implying that the dielectric charge is kept under a certain value. The slight variations seen in the steady-state regime are most probably due to variations in the environmental conditions, which were not controlled during the measurement, such as humidity, which has been found to influence in great measure charge injection in dielectrics. However, this perturbation of the capacitance decays with time and the capacitance returns to its target level.

In the OFF state, the capacitance may be tuned to values up to $C_{\text{max}} = (3/2)C_{g,0}/[1 + 3/2\gamma]$. Voltage switching causes some inevitable mechanical movement, reflected as capacitance oscillations of around 30 fF with respect to the target value. This indeed reflects the fact that even loose position control with bipolar voltages allows efficient control of the dielectric charge. However note that as follows from the model and numerical simulations, these displacements can be significantly reduced by adjusting the charging and discharging voltages and the sampling time (see, for instance, simulations of Model B2 in Table III).

In order to contrast the effects of the parasitic charge stored in the dielectric layer between applying and not the charge control method in terms of charge, $C-V$ characteristics of the MEMS device have been obtained before and after the experiments. The comparison of the $C-V$ characteristic obtained after each measurement with the one measured with no parasitic charge (see Fig. 10) allows us to extract the shift of the pull-in voltage value. Thus assuming a sheet of charge trapped in top of the dielectric layer, the expression for the pull-in voltage is

\[ V_{\text{p1}} = V_{\text{p1}}(Q_d = 0) + V_{\text{shift}} \]  

being $V_{\text{p1}}(Q_d = 0)$ the pull-in voltage with no trapped charge and $V_{\text{shift}}$ the voltage shift due to the parasitic charge from eq. (8).

Fig. 12 shows the $C-V$ measurements of the MEMS after applying several voltage stresses, as well as the "discharged" one (solid line). Note that the $C-V$ curves always shift to the left, which is consistent with (32) taking into account that most of the time the control method is applying positive voltages, therefore leading to negative amounts of parasitic charge. Furthermore, such displacements of the $C-V$ curves agree with previous works involving silicon nitride as dielectric [6], [20], [21]. However this behaviour may vary when other dielectric materials are used. It is also noteworthy that when the control method is applied it can be seen that $V_{\text{shift}}$ is always less than the one obtained applying a constant positive voltage. A summary of the results found for two control experiments using different discharge voltages can be seen in Table IV. In both cases a 2-cycle bit stream (composed of chains of '10') has been obtained for the capacitance threshold applied.
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VI. CONCLUSIONS

A new control method for enhanced reliability and robustness in capacitive MEMS devices has been proposed and experimentally verified. The method involves real-time capacitance sampling and actuation through bipolar pulses of constant magnitude, in order to keep dielectric charge under control. It has been shown that a loose position control may provide a good control of the charge in the dielectric. The scheme has been successfully validated in MEMS devices that suffer from dielectric charging.

We have also proposed a simple and effective model that explains the mechanical behaviour of the device, shows that the dielectric charge can be fixed and estimates the parameters with which the control method will work well.

The experiments carried out are in good agreement with the simulations of the proposed models: both show that an almost constant charge is maintained in the dielectric.

APPENDIX A: THE SOLUTION OF THE POLYNOMIAL

The standard way to analyse (20) is to reduce it to the canonical form

\[ \xi_n^3 + p\xi_n + q = 0 \]  

by introducing the variable \( y_n \) and the parameters \( p, q \)

\[ y_n = \xi_n + 2(1 + \gamma)/3, \quad p = -\frac{1}{3}(1 + \gamma)^2, \quad q = \frac{2}{27}(1 + \gamma)^3 - V_{dis}^2 \beta \]  

Now, the polynomial (33) can be solved by using Cardano’s method. Introducing the auxiliary parameters

\[ D = (p/3)^3 + (q/2)^2, \quad \alpha_p = \sqrt[3]{-q/2 + \sqrt{D}}, \quad \beta_p = \sqrt[3]{-q/2 - \sqrt{D}} \]  

we obtain the solutions of the reduced polynomial (33) as

\[ \xi_{n,1} = \alpha_p + \beta_p, \quad \xi_{n,2} = -\frac{\alpha_p + \beta_p}{2} + i\sqrt{3}\alpha_p - \beta_p, \quad \xi_{n,3} = -\frac{\alpha_p + \beta_p}{2} - i\sqrt{3}\alpha_p - \beta_p \]  

In the case \( V_n < V_{PT} \) (\( V_n \) below pull-in voltage), the discriminant in (35) is \( D < 0 \), and, therefore, \( \alpha_p \) and \( \beta_p \)

is not perfectly flat beyond pull-in, it is possible to sense changes in the charge stored in the dielectric by measuring changes in the capacitance of the device beyond the pull-in. Some preliminary results can be observed in fig. 13 for a PolyMUMPS device consisting on a moveable electrode of \( 360\mu m \times 360\mu m \), held by four suspension arms in "L" over the bottom-fixed electrode, which is the doped silicon substrate. A 0.6\textmu m silicon nitride layer is the dielectric. The air gap in the rest state is 2\textmu m. This device can be identified as device 1 in Table I and exhibits charging times of a few minutes. The C(V) characteristic of the device actuated with this control method remains closer to the one of the discharged device than in the case when the device is simply actuated with a constant voltage.

Fig. 12. Experimental C-V characteristics of the MEMS device after applying several voltage stresses: before any stress (solid line), after 55h with a constant voltage \( V_{ch} = 13.5V \) (dotted line), after 55h with control using \( V_{ch} = 13.5V \) and \( V_{disch} = -3.5V \) (dash-dot line), after 55h with control using \( V_{ch} = 13.5V \) and \( V_{disch} = -5.5V \) (dashed line).

Note that \( V_{dis} \) may play an important role in the performance of the control method for a given device, since \( V_{shift} \) strongly depends on this value when 2-cycle bit streams are obtained (i.e. see fig. 8). In the case shown here, it is clearly seen that \( V_{dis} = -5.5V \) works better than \( V_{dis} = -3.5V \), since the resulting pull-in voltage is closer to the ”discharged” one.

Furthermore, according to (32), Table IV shows values extracted from the measurements shown in Fig. 12, including and estimation of the parasitic charge fixed on each case. We also give theoretically predicted values of the dielectric charge in this table. It evidences the utility of the charge control method, as the pull-in voltage shift is strongly reduced after long actuation cycles, allowing one to maintain the effective \( V_{PT} \) within expected margins, therefore avoiding undesired long-time effects such as capacitance/position drift or device collapse.

Finally, this method can be also applied to devices in the ON state. Since for almost all devices, the C(V) characteristic

\[ V_{dis} = -5.5V \]

of the discharged device, line 3: after 15 min with control.

Fig. 13. Experimental capacitance transients obtained applying a constant voltage \( V_{ch} = 8.5V \) (line 1), and applying the control method with \( V_{ch} = 8.5V \) and \( V_{disch} = -8.5V \) (line 2). The insert shows a magnified part of the C-V characteristics similar to the one presented in fig. 12, line 1: discharged device, line 2: after 15 min charging and line 3: after 15 min with control.
are complex conjugates. In general, there exist three pairs of 
\(\alpha_p\) and \(\beta_p\) and those of them must be chosen which fulfil the condition \(\alpha_p \cdot \beta_p = -p/3\) (at least one such pair exists).

The original position is restored as
\[
x_{n,i} = y_{n,i} \cdot g = g(\xi_{n,i} + 2(1 + \gamma)/3), \quad i = 1, 2, 3 \tag{37}
\]
where
\[
\begin{align*}
\xi_{n,1} &= 2 \text{Re } \alpha_p, \\
\xi_{n,2} &= -\text{Re } \alpha_p - \sqrt{3} \text{Im } \alpha_p, \\
\xi_{n,3} &= -\text{Re } \alpha_p + \sqrt{3} \text{Im } \alpha_p
\end{align*} \tag{38}
\]

Formally, it can easily be shown that in order to guarantee that the root \(y^*_n\) is stable, the derivative of the function \(f(y)\) must be positive. Thus, the root that we look for is the last of the three in (38)
\[
x_n = g(-\text{Re } \alpha_p - \sqrt{3} \text{Im } \alpha_p + 2(1 + \gamma)/3) = \mathcal{X}(V, Q_n) \tag{39}
\]
where we define the function \(\mathcal{X}(V, Q)\) as the solution to the polynomial for a given applied voltage and dielectric charge.

The behaviour of the roots of (20) agrees with well-known facts. As an example, for \(V < V_{PI}\) there are three roots \(y_{n,i}\) with one of them lying in the non-physical region below the bottom electrode (\(y_0 > 1\)), and a pair of a stable root and an unstable root within the gap (\(y_1 < 1\)). For \(V = V_{PI}\) the stable and the unstable roots join and disappear, with only one stable position under the bottom electrode left; this corresponds to collapse of the device due to the pull-in effect. This effect is clearly seen in Fig. 14, which shows the roots calculated from (37) as a function of applied voltage.

**APPENDIX B: PROPERTIES OF THE MAP**

Let us first consider our major case when the device is OFF and we expect that the method will prevent it from pull-in. So far we have introduced the target capacitance by eq. (16). However, we may also speak in terms of the target charge \(Q_{th}\). Indeed, (18) allows one to link these two parameters: the presence of any non-zero \(Q_d\) causes the drift of capacitance and there is such \(Q_{th}\), accumulating which the total capacitance is equal to \(C_d\).

From the definition of the total capacitance (5) using the net force balance (18) we obtain that if at a given time the measured capacitance is \(C\) and the applied voltage is \(V\), the accumulated charge is
\[
Q = C_d \left( V - \sqrt{\frac{1 + \gamma - C_{a,0}/C}{\beta}} \right) \tag{40}
\]

This way, by substituting \(V\) by \(V_{ch}\) and \(C\) by \(C_{th}\), we may find the charge, \(Q_{th}\), associated to the charging voltage, \(V_{ch}\), assuming that the control will locate the capacitance of the device near \(C_{th}\).

In the same manner, the ‘collapse’ charge \(Q_c\) is the amount of charge required to put the device in the ON state (pull in)
\[
Q_c = C_d(V - V_{PI,d}) = C_d \left( V - \sqrt{\frac{8kg^3}{2\varepsilon \varepsilon_0 \varepsilon g A} \left( 1 + \frac{d}{\varepsilon_0 g} \right)^3} \right) \tag{41}
\]

Let us return to the map and discuss first the case of Model A and function \(\Theta_A\) in (31). With \(Q_{th}\) introduced, we conclude that it can be presented as a piecewise contractive map with the partition \(\{Q_n\}_{n=1}^{N}\) of the state space \(Q \in \mathbb{R}\) given as follows: \(Q_1 = \{Q : Q \leq Q_{th}\}\) and \(Q_2 = \{Q : Q > Q_{th}\}\). In each partition, a map is define in the form: \(G(Q) := G_k(Q) = \alpha_C Q + (1 - \alpha_C) Q_k^*\) with the fixed points \(Q_1^* = Q_{max}\) and \(Q_2^* = 0\). Model B is a more general case of a piecewise contraction in the plane. Maps written in this form are considered in the work [35], which states that piecewise contractions of this form are asymptotically periodic, i.e. their steady-state solutions are stable cycles.

Thus, the maps are always stable. However, certain conditions appear due to physical properties of the device, namely, mechanical instability and pull-in, that do not implicitly appear in the map. Returning to the collapse charge, the condition \(Q_d \geq Q_c\) defines the appearance of mechanical instability in the system and, from the standpoint of the algorithm effectiveness, it separates the case where the algorithm can control the charge and prevent the device from going into the ON state during the charging phase (\(V_{ch}\) applied) and where the algorithm cannot (note that even in this case the charge will be fixed to a certain value).

For a given \(N\)-periodic sequence \(\{b_n\}_{n=1}^{N}\), let us find the solution of the map that defines an \(N\)-periodic sequence of \(\{Q_n\}_{n=1}^{N}\). For simplicity, we write it for Model A. Let us introduce the parameters \(\nu = \alpha_C/\alpha_D\), \(\mu = Q_{max}(1 - \alpha_C)\) and the sum
\[
S_p^q = \sum_{j=p}^{q} b_{n+j} \tag{42}
\]
for \(p \leq q\). (For the terms in this sum with the index \(n+j > N\), the fact that the sequence is periodic must be used.) The \(k\)th iteration of the map is
\[
Q_{n+k} = \alpha_D^k \nu^{S_{k-1}-1} Q_n - \mu \sum_{j=1}^{k-1} \alpha_D^{k-j} \nu^{S_{j-1}} b_{n+j-1} - \mu b_{n+k-1} \tag{43}
\]
Since the sequence \( \{b_n\} \) is periodic \([35]\), \( Q_n = Q_{n+N} \). Using \( N \) instead of \( k \) and \( S^N = S_0^{N-1} \) as the sum of all \( b_n \) in the sequence, we write that

\[
Q_n = \frac{-\mu}{1 - \alpha_D \nu S_N} \left( b_{n+N-1} + \sum_{j=1}^{N-1} \alpha_D^{N-j} \nu^{S_j} b_{n+j-1} \right)
\]

(44)

Thus, expression (44) generates \( Q_n \) for any given control sequence.

Note that the algorithm allows only sequences where subsequent discharging events are not possible due to asymmetry in electrostatic force: applying discharging voltage \( V_{dis} \) will cause the jump of the position below the target level and, consequently, a sharp change in the total capacitance such that \( C_{tot} < C_{th} \). This, in its turn, leads to applying the charging voltage \( V_{ch} \) in the next sampling event.

The 2-cycle, a particular case of (44), is a special solution that corresponds to the control sequence \( D_2 = (1, 0) \) (one charging and one discharging event) and is defined as

\[
\dot{Q}_1 = -\frac{\alpha_D \mu}{1 - \beta}, \quad \dot{Q}_2 = -\frac{\mu}{1 - \beta}
\]

(45)

where we denoted \( \beta = \alpha_C \alpha_D \). The 2-cycle corresponds to the minimal amount of charge in the dielectric that can be fixed by the algorithm, and we can impose the basic condition when the algorithm will be capable of stabilizing the system below pull-in, namely, \( |\dot{Q}_2| < |\dot{Q}_c| \), providing the following boundary condition

\[
-\frac{\mu}{1 - \beta} = Q_c
\]

(46)

The other condition defines whether the algorithm is capable of fixing the exact target charge introduced by (40)

\[
-\frac{\alpha_D \mu}{1 - \beta} = Q_{th}
\]

(47)

Due to parameter selection the target charge can be less than the one given by the 2-cycle, and the algorithm will fix the charge that corresponds to the 2-cycle but not the one of the target. The above solutions, the 2-cycle expression and these basic conditions can be obviously to Model B. As far as Model C concerns, it displays similar properties since it is a contractive map.

The conditions (46) and (47) allow us to plot planes of control parameters analytically and study the behaviour of the system varying all system parameters. As an example, let us consider the plane \( (\tau_D / \tau_C, C_{th}) \). \( C_{th} \) is controlled directly by selecting the desired level of the capacitance. The ratio \( \tau_D / \tau_C \) can be seen as a property of the dielectric material or may be controlled by the voltages, and we are interested to see the change in the dynamics over a wide range of these parameters.

An example of the plane is shown in fig. 15. We have selected the parameters we had already used in Sec. IV with numerical simulations: \( V_{ch} = 13.5 \text{ V} \) and \( V_{dis} = -5.5 \text{ V} \) and \( Q_{max} = -50 \text{ pC} \) (recall that this charge is enough to pull in the device). The two lines, 1a and 2a, correspond to the conditions (46) and (47). The red line 1a divides the plane into two areas where the charge is controlled (on the left) and where is not or pull-in event (on the right). The blue line 2a defines a specific area located below the line — the area of 2-cycles. If \( Q_{max} \) increases (see, for instance, the set of lines 1b and 2b) for \( Q_{max} = -100 \text{ pC} \), the boundary lines move to the left, diminishing the area of control, while if \( Q_{max} \) decreases, the lines move to the right, expanding this area. Thus, if the algorithm fixes the charge, it will be the target value (40) or the charge of the 2-cycle (45). Note that the numerically simulated plane 9 corresponds to a highlighted piece of this plane with relevant line marked as 2a, i.e. at \( Q_{max} = -50 \text{ pC} \).

The same plane but for \( V_{ch} = |V_{dis}| = 12 \text{ V} \) is shown in fig. 16. Note that we had to proportionally increase \( Q_{max} \) and

Fig. 15. Analytically calculated plane of parameters \( (\tau_D / \tau_C, C_{th}) \) showing the effectiveness of the control method for Model A. \( V_{ch} = 13.5 \text{ V} \) and \( V_{dis} = -5.5 \text{ V} \). The two lines, 1a and 2a, correspond to the conditions (46) and (47). The red solid line 1a divides the plane into two areas, where the charge is controlled and where is not (pull-in event). The blue dashed line 2a bounds a specific area of the controlled charge — the area of 2-cycles. The evolution of the above areas with an increase of \( Q_{max} \) are shown by the arrows and the set of lines 1b and 2b. (\( Q_{max} = -100 \text{ pC} \) versus \( Q_{max} = -50 \text{ pC} \)). The numerically simulated plane in fig. 9 corresponds to the highlighted piece of this plane with relevant line marked as 2a, i.e. at \( Q_{max} = -50 \text{ pC} \).

Fig. 16. Analytically calculated plane of parameters \( (\tau_D / \tau_C, C_{th}) \), as in fig. 15, but for \( V_{ch} = -V_{dis} = 12 \text{ V} \). \( Q_{max} = -100 \text{ pC} \) (lines 1a and 2a) and \( Q_{max} = -150 \text{ pC} \) (lines 1b and 2b).
since at $V_{th} = 12$ and at the old value of $Q_{max} = 50$ pC we will be unable to see pull-in and we would see that for all this range of $C_{th}$ and $\tau_p/\tau_C$ the charge is controlled at the target level. The variation of the applied charging and discharging voltages changes $Q_{th}$ and $Q_e$ given by (40) and (41) and the ratio $\tau_p/\tau_C$. Therefore, it affects the areas separated by the lines in the plane. In this particular example, when $V_{th}$ was selected smaller than in the plane 15, the decrease of $V_{th}$ expands the area of the effective control of the devices.
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