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Abstract—This paper introduces a new actuation scheme for implementing Pulsed Digital Oscillators (PDOs) for electrostatic MEMS resonators. In this scheme, the capacitance of the device is biased with a voltage and it is periodically sampled. Short pulses of zero voltage are applied depending on the decisions taken by the oscillator loop. The paper discusses in detail the implementation of such electrostatic PDO (e-PDO) through a prototype and links the e-PDO to the conventional PDO theory. As an example, it is shown that with this actuation scheme it is possible to excite different resonances of the mechanical structure simply by changing the parameters of the feedback filter of the oscillator.

Index Terms—Microelectromechanical systems (MEMS), oscillators, electrostatic actuation

I. INTRODUCTION

Resonant Microelectromechanical Systems (MEMS) are widely used in many areas (inertial sensors, chemical sensors, etc.) [1]–[5]. Specifically, some sensors detect small shifts of the resonant frequency of a mechanical structure as a result of changes in the variable to be measured. Some oscillator topologies have been proposed to work with MEMS resonators [6], [7]. Among them, Pulsed Digital Oscillators (PDOs), are a family of delta-sigma inspired circuit topologies designed to overcome some of the nonlinearity issues in MEMS sensing and actuation. The aim of this paper is to present a new actuation scheme designed to implement Pulsed Digital Oscillators (PDOs) for electrostatic MEMS resonators. Until now, PDOs have been practically implemented with MEMS using thermoelectric actuation and piezoresistive position sensing [8], [9]. In this work we present a new actuation scheme allowing the adaptation of the PDO topology to the specific requirements of electrostatic MEMS. Due to a straightforward fabrication process, electrostatic actuators became very common and can be found in many applications [10], including cantilevers, switches, micromirrors, etc. The PDO topology implemented with electrostatic actuation and control electronics is simpler and cheaper to fabricate and it will offer the advantages of smart sensor technology [11].

Since this adaptation does not produce exactly a standard PDO feedback loop, we call this topology e-PDO. It will be shown, though, that with this actuation scheme the main characteristics of PDOs actuating MEMS resonators are still maintained, namely the selective activation of different resonant modes of the mechanical resonator.

The standard PDO architecture, depicted in Fig. 1, is relatively simple: it includes a MEMS resonator embedded in a feedback loop composed of a 1-bit quantizer and a variable number of delay blocks. The position of the MEMS is evaluated at each sampling time and, depending on whether it is above or below its rest position, short pulses of force are applied or not to the resonator. Since PDOs provide a built-in conversion to the digital domain, the oscillation frequency of the resonator can be easily monitored in real time [8], [9] simply by processing the sequence of bits, or bit stream $b_n$, extracted from the feedback loop.

There is a rigorous theoretical understanding of the dynamics of standard PDOs seen as non linear systems [12], [13]. It has been established that PDOs can work either above and below the Nyquist limit [8] and that, under some conditions, the bit streams $b_n$ are the sign of a sampled sinusoid ($S^2$) at the resonant frequency of the resonator [12], which may provide asymptotically maximum energy transfer to the resonator. It has also been demonstrated recently that different resonant modes of the resonator can be selectively activated in real-time by simply changing the feedback loop parameters and/or the sampling frequency [9], [14]. All these properties have been demonstrated experimentally in PDO systems that use MEMS resonators which have thermoelectric actuation and piezoresistive position sensing.

As commented above, the purpose of this paper is to present a new actuation scheme adapted to electrostatic MEMS
resonators (e-PDO). To this effect, an application-specific integrated circuit (ASIC) allowing to measure the instantaneous capacitance of the electrostatic MEMS has been designed. A constant bias voltage is applied to the resonator, but short pulses of zero voltage are applied when the feedback loop of the e-PDO determines that a negative excitation must be applied to the resonator. This means that the excitation in this case consists of pulses of amplitudes \([-F, 0]\).

Section II of this paper introduces the structure of the devices used and the electrostatic actuation and sensing methods applied. Then, both continuous and discrete time models for such electrostatic topologies are developed and checked through simulations. Section III describes the actuation and sensing interface designed and implemented. Finally, Section IV depicts some experimental results illustrating how the general PDO theory and features extend to the electrostatic case. An example of selective excitation of three different spatial modes of a MEMS device is also included.

II. DYNAMICAL MODEL FOR THE ELECTROSTATIC PDO

Since the actuation scheme proposed in this paper, the e-PDO, is not exactly the one of a standard PDO, we will first obtain in this section the iterative map allowing the analysis and simulation of the proposed circuit topology.

A. Electrostatic Devices, Actuation and Sensing

The device to be considered is shown in Fig. 2(a). It consists of a parallel plate MEMS structure with voltage actuation. In the electrical domain, this structure can be modelled as two capacitors in series: a variable one corresponding to the variable air gap and a fixed one corresponding to the dielectric layer. Thus the capacitance associated with the variable air gap value, \(d\) is the thickness of the dielectric, \(x(t)\) is a deviation from the equilibrium gap at an applied voltage, \(\varepsilon_0\) is the vacuum permittivity and \(\varepsilon_d\) is the relative permittivity of the dielectric layer. The total MEMS capacitance is

\[
C(x) = \frac{\varepsilon_0 \varepsilon_d A}{d + \varepsilon_d (g - x)}
\]

(1)

Since the MEMS is voltage-driven, the electrostatic force applied to the moveable plate due to a voltage \(V(t)\) can be easily calculated as

\[
F_e(x, t) = \frac{1}{2} V^2(t) \frac{\partial}{\partial x} C(x) = \frac{\varepsilon_0 \varepsilon_d A}{2[d + \varepsilon_d (g - x(t))]} V^2(t)
\]

(2)

Let us explain here the actuation principle shown in Fig. 2(b). Most of the time the MEMS is biased with a DC voltage \(V_{DC}\) below the pull-in value [10]. This implies a default or equilibrium position of the moveable plate \(x_{eq} > 0\) when no pulses are applied. On the other hand, the actuation voltage is set to zero for short times \(\Delta t < T_s\) when pulses must be applied (i.e. for each \('1'\) in the bit stream). According to this, oscillations could be seen as small MEMS movements around \(x_{eq}\).

We can include this actuation mechanism in the expression of the electrostatic force, which can now be written as

\[
F_e(x, t) = \frac{\varepsilon_0 AV_{DC}^2}{2[g d - x(t)]^2} \left(1 - \sum_n b_{n-L} \Pi(t - n T_s)\right)
\]

(3)

where \(L + 1\) is the number of delays in the e-PDO feedback loop, \(\varepsilon = \varepsilon_0 \varepsilon_d\), \(g d = g + d/\varepsilon_d\) and the function \(\Pi(t)\) represents a square pulse of the form

\[
\Pi(t) = \begin{cases} 
1 & 0 < t < \Delta t \\
0 & \text{otherwise}
\end{cases}
\]

(4)

The values of the e-PDO bit stream \(b_n\) are obtained at each sampling time through comparison of the current MEMS position \(x\) with time-averaged values \(x_{av_n}\) as follows

\[
b_n = \frac{1}{2} \left(1 + \text{sgn}(x(n T_s) - x_{av_n})\right)
\]

(5)

Note that the average values \(x_{av_n}\) and the equilibrium position \(x_{eq}\) introduced above may not be the same. For instance, \(x_{av_n}\) may be obtained in a practical implementation by low-pass filtering the position of the resonator:

\[
x_{av_n} = (n - 1)x_{av_{n-1}} + \frac{1}{T_s} \int_{(n-1)T_s}^{n T_s} x(t) dt
\]

(6)

The position of the resonator \(x(t)\) has been obtained in our case by using a specific capacitance estimation circuit working in continuous time. This circuit is described in section III.

Once the MEMS device and the actuation and sensing principles are described, the objective now is to obtain a dynamical model that allows us to analyse the behaviour of the complete e-PDO system.
\[ m \ddot{x}(t) + b \dot{x}(t) + kx(t) = F_e(x, t) \quad (7) \]

where \( m \) is the mass of the resonator, \( b \) is the damping coefficient, \( k \) is the spring constant and \( F_e(x, t) \) is the electrostatic force applied to the moveable plate. The dot over the variable \( x \) denotes the time derivative.

Let us now normalise the position of the resonator as \( y(t) = x(t)/y_0 \). Note that we will restrict to the maximum value of \( y(t) \) equal to 1/3 that corresponds to the pull-in instability threshold [10]. After this change and using equation (3), the ODE (7) becomes

\[ \ddot{y} + 2\gamma \dot{y} + \omega_0^2 y = \frac{K_0 V_{DC}^2}{(1 - y)^2} \left( 1 - \sum_n b_n L \Pi (t - n T_s) \right) \quad (8) \]

where \( \gamma = b/(2m) \) is the normalised dissipation parameter due to damping losses, \( \omega_0 = \sqrt{k/m} \) is the natural frequency of the resonator and \( K_0 = \varepsilon_0 A/(2mg y_0^3) \) is the normalised coefficient that contains the applied voltage and the geometry parameters. Taking into account that, depending on the values of the bit stream, the voltage applied can be either \( V = V_{DC} \) or \( V = 0 \), let us split the ODE into two different cases

\[ \ddot{y} + 2\gamma \dot{y} + \omega_0^2 y = \begin{cases} 0 & \text{for } V = 0 \\ \frac{K_0 V_{DC}^2}{(1 - y)^2} & \text{for } V = V_{DC} \end{cases} \quad (9) \]

Since most of the time the resonator is subjected to the bias voltage \( V = V_{DC} \), its dynamics may be seen as small signal-like movements around the equilibrium position \( y_{eq} \) caused by \( V_{DC} \). The equilibrium position can be easily calculated as the only solution with physical meaning of the following third order equation

\[ \omega_0^2 y_{eq} = \frac{K_0 V_{DC}^2}{(1 - y_{eq})^2} \quad (10) \]

The linearisation of equation (9) around \( y_{eq} \) for the case \( V = V_{DC} \), yields

\[ \ddot{y} + 2\gamma \dot{y} + \omega_0^2 y = \frac{K_0 V_{DC}^2}{(1 - y_{eq})^2} + 2\frac{K_0 V_{DC}^2}{(1 - y_{eq})} (y - y_{eq}) \quad (11) \]

Summarizing the above for the quasi-equilibrium case considered and merging expressions (10) and (11), equations (9) can now be written as

\[ \ddot{y} + 2\gamma \dot{y} + \omega_0^2 y = 0 \quad \text{for } V = 0 \quad (12) \]

\[ \ddot{y} + 2\gamma \dot{y} + \omega_0^2 (y - y_{eq}) = 0 \quad \text{for } V = V_{DC} \quad (13) \]

where

\[ \omega_0^2 = \omega_0^2 \left( 1 - \frac{2y_{eq}}{1 - y_{eq}} \right) \quad (14) \]

is the natural frequency of the MEMS when a constant bias voltage \( V \) is being applied. Let us also note that this model displays an anticipated effect: the natural frequency departs from \( \omega_0 \) for \( V \neq 0 \). However, \( \omega_1 \) is defined only for the range \( 0 \leq y_{eq} < 1/3 \), i.e. for equilibrium positions below pull-in.

Finally, in order to specify the position and velocity with time, let us write down a solution of equations (12) and (13) in matrix format for \( V = 0 \)

\[ \begin{pmatrix} y(t + \tau) \\ v(t + \tau) \end{pmatrix} = e^{-\gamma \tau} M_0(\tau) \begin{pmatrix} y(t) \\ v(t) \end{pmatrix} \quad (15) \]

and for \( V = V_{DC} \)

\[ \begin{pmatrix} y(t + \tau) - y_{eq} \\ v(t + \tau) \end{pmatrix} = e^{-\gamma \tau} M_1(\tau) \begin{pmatrix} y(t) - y_{eq} \\ v(t) \end{pmatrix} \quad (16) \]

where \( \tau \) is an arbitrary time lapse starting from the moment \( t \).

In the above expressions we have introduced the matrix \( M(\tau) \)

\[ M(i)(\tau) = \begin{pmatrix} a_{11}(\tau) & a_{12}(\tau) \\ a_{21}(\tau) & a_{22}(\tau) \end{pmatrix}, \quad i = 0, 1 \quad (17) \]

and its components are

\[ a_{11} = \cos(\sqrt{\omega_0^2 - \gamma^2}) + \frac{\gamma}{\sqrt{\omega_0^2 - \gamma^2}} \sin(\sqrt{\omega_0^2 - \gamma^2}) \]

\[ a_{12} = \frac{1}{\sqrt{\omega_0^2 - \gamma^2}} \sin(\sqrt{\omega_0^2 - \gamma^2}) \]

\[ a_{21} = \frac{-\omega_0}{\sqrt{\omega_0^2 - \gamma^2}} \sin(\sqrt{\omega_0^2 - \gamma^2}) \]

\[ a_{22} = \cos(\sqrt{\omega_0^2 - \gamma^2}) - \frac{\gamma}{\sqrt{\omega_0^2 - \gamma^2}} \sin(\sqrt{\omega_0^2 - \gamma^2}) \]

It is convenient to introduce now normalized rotation matrices by employing the following transformation

\[ M_i(t) = A_i^{-1} R_i(t) A_i \quad i = 0, 1 \quad (18) \]

where the matrices \( A_i \) are defined as follows

\[ A_i = \begin{pmatrix} \frac{1}{\sqrt{\omega_0^2 - \gamma^2}} & 0 \\ 1/\sqrt{\omega_0^2 - \gamma^2} & 1 \end{pmatrix} \quad (19) \]

and the matrices \( R_i \) are the standard rotation matrices

\[ R_i(t) = \begin{pmatrix} \cos(\sqrt{\omega_0^2 - \gamma^2} t) & \sin(\sqrt{\omega_0^2 - \gamma^2} t) \\ -\sin(\sqrt{\omega_0^2 - \gamma^2} t) & \cos(\sqrt{\omega_0^2 - \gamma^2} t) \end{pmatrix} \quad (20) \]

The velocity axis is also normalised using the matrix \( A_1 \)

\[ \begin{pmatrix} y(t) \\ v(t) \end{pmatrix} = A_1 \begin{pmatrix} y(t) \\ \dot{v}(t) \end{pmatrix} \quad (21) \]

After these transformations, the evolution of the system in time can be written for \( V = 0 \) as

\[ \begin{pmatrix} \frac{y(t + \tau)}{\dot{v}(t + \tau)} \\ \frac{\dot{v}(t + \tau)}{\dot{v}(t + \tau)} \end{pmatrix} = e^{-\gamma \tau} A_1 A_0^{-1} R_0(\tau) A_0 A_1^{-1} \begin{pmatrix} y(t) \\ \dot{v}(t) \end{pmatrix} \quad (22) \]

and for \( V = V_{DC} \) as

\[ \begin{pmatrix} \frac{y(t + \tau) - y_{eq}}{\dot{v}(t + \tau)} \\ \frac{\dot{v}(t + \tau)}{\dot{v}(t + \tau)} \end{pmatrix} = e^{-\gamma \tau} R_1(\tau) \begin{pmatrix} y(t) - y_{eq} \\ \dot{v}(t) \end{pmatrix} \quad (23) \]

\[ \mathbb{R}^3 \times \mathbb{B}^L \xrightarrow{T} \mathbb{R}^3 \times \mathbb{B}^L \]

\[ \mathbb{R}^3 \times \mathbb{B}^L \xrightarrow{T} \mathbb{R}^3 \times \mathbb{B}^L \]

\[ \mathbb{R}^3 \times \mathbb{B}^L \xrightarrow{T} \mathbb{R}^3 \times \mathbb{B}^L \]
Finally, we introduce the following contraction coefficients: \( \alpha = \exp(-\gamma T_s) \) and \( \alpha_s = \exp(-\delta \tau) \), where \( \delta \) is the normalised pulse width \( \delta = \Delta t/T_s \). By denoting the identity matrix as \( I \), the iterative map can be written as the following equation in the case if \( b_L = -1 \):
\[
\begin{align*}
(y_{n+1}, \vartheta_{n+1}, y_{\text{av}_{n+1}}, \text{sgn}(y_{n} - y_{\text{av}}), b_1, \ldots, b_{L-1}) & \rightarrow (y_{n+1}, \vartheta_{n+1}, y_{\text{av}_{n+1}}, \text{sgn}(y_{n} - y_{\text{av}}), b_1, \ldots, b_{L-1}) \\
& = (\alpha R_1(T_s) (y_{n}) + [I - \alpha R_1(T_s)] A_1 (y_{\text{eq}})), (y_{\text{eq}}) \\
& \text{and as the following one in the case if } b_L = 1 \\
& (y_{n+1}, \vartheta_{n+1}, y_{\text{av}_{n+1}}, \text{sgn}(y_{n} - y_{\text{av}}), b_1, \ldots, b_{L-1}) \\
& = (\alpha R_1((1 - \delta)T_s) A_0^{-1} R_0(\delta T_s) A_0 A_1^{-1} (y_{n}) + \\
& [I - (\alpha/\alpha_s) R_1((1 - \delta)T_s)] A_1 (y_{\text{eq}})).
\end{align*}
\] 

If \( L = 0 \) then the previous assignment depends on the value of \( \text{sgn}(y_{n} - y_{\text{av}}) \).

Now, although in order to evaluate the map it is only necessary to evaluate the time evolution of the average value of the MEMS position, \( y_{\text{av}_{n+1}} \), we will also obtain the corresponding values of the velocity, \( v_{\text{av}_{n+1}} \). Thus, if we take into account that \( y_{\text{av}} = \frac{1}{n} y_{\text{av}} \) and according to equation (6), this evolution can be written for the \( b_L = -1 \) case as:
\[
\begin{align*}
\left( y_{\text{av}_{n+1}}, \vartheta_{\text{av}_{n+1}}, y_{\text{av}} \right) & = \frac{1}{n} \left( y_{\text{av}_n}, \vartheta_{\text{av}_n}, y_{\text{av}_n} \right) + \\
& + \frac{1}{T_s} \int_{0}^{T_s} e^{-\gamma T_s} R_1(t) dt (y_n) + \\
& + \left( I - \frac{1}{T_s} \int_{0}^{T_s} e^{-\gamma T_s} R_1(t) dt \right) A_1 (y_{\text{eq}}).
\end{align*}
\]

However, for the case \( b_L = 1 \) the integration interval splits into two time segments: a first one when \( V = 0 \) of width \( \Delta t_s \), and the rest of the sampling period. Then the evolution for the \( b_L = 1 \) case can be written as the following system:
\[
\begin{align*}
\Delta^1_n & = A_1 A_0^{-1} \int_{0}^{\tau_s} e^{-\gamma T_s} R_0(t) dt \cdot A_0 A_1^{-1} \left( y_{\text{eq}}, (n+1)T_s \right) \\
& + \left( (1 - \delta)T_s \cdot I - \frac{1}{T_s} \int_{0}^{T_s} e^{-\gamma T_s} R_1(t) dt \right) A_1 (y_{\text{eq}}) + \\
& \text{where}
\end{align*}
\]
\[
\begin{align*}
\left( y_{\text{av}_{n+1}}, \vartheta_{\text{av}_{n+1}}, y_{\text{av}} \right) & = \frac{1}{n} \left( y_{\text{av}_n}, \vartheta_{\text{av}_n}, y_{\text{av}_n} \right) + \frac{1}{T_s} (\Delta^1_n + \Delta^2_n)
\end{align*}
\]

### D. Connection with the standard PDO topology

Once we have found a discrete time model explaining the evolution of the e-PDO, let us analyze under what conditions it can be simplified to the standard equation governing a PDO, namely:
\[
\left( y_{n+1}, \vartheta_{n+1}, y_{\text{av}_{n+1}}, \text{sgn}(y_{n} - y_{\text{av}}), b_1, \ldots, b_{L-1}) \rightarrow \left( y_{n+1}, \vartheta_{n+1}, y_{\text{av}_{n+1}}, \text{sgn}(y_{n} - y_{\text{av}}), b_1, \ldots, b_{L-1} \right) = \left( 0, 0, 0, 0, 0, \ldots, 0 \right)
\]

where \( b_{n-L} = 1/2(1 + \sigma \text{sgn}(y_{(n-L)T_s})) \). This means that the excitation of the PDO is always attractive, and therefore always takes zero or positive values. The advantage of this analysis is that it justifies to predict the behaviour of the e-PDO from the simple design rules of PDos, therefore providing guidelines for the design and implementation of this new kind of systems.

Considering that the position of the resonator is near \( y_{\text{eq}} \) for some bias voltage \( V_{DC} \), if we apply a different voltage \( V + V_{DC} \) we obtain
\[
\begin{align*}
\left( y(t + \tau) - y_{\text{eq}} \right) & = e^{-\gamma T_s} M_s(\tau) \left( y(t) - y_{\text{eq}} \right) + \\
& + \left( \frac{k_0 V}{\omega_0^2} \left( 2V_{DC} + V \right) (1 - e^{-\gamma T_s} a_{1,s,t}) \right) + \\
& \text{where } M_s(\tau) \text{ is the usual rotation of the resonator but depending on } w_{s,t} \text{, defined as } \\
& \omega_{s,t}^2 = \omega_0^2 (1 - \frac{2k_0}{\omega_0^2} (1 + V/V_{DC})^2).
\end{align*}
\]

Now, taking the limit of the pulse to obtain a delta, i.e. \( \tau \to 0 \) and \( \tau V^2 \to F \), we have that:
\[
\begin{align*}
\left( y(t^+) - y_{\text{eq}} \right) & = \lim_{\tau \to 0, V \to F} \left( e^{-\gamma T_s} M_s(\tau) \left( y(t) - y_{\text{eq}} \right) + \\
& + \left( \frac{k_0 V}{\omega_0^2} \left( 2V_{DC} + V \right) (1 - e^{-\gamma T_s} a_{1,s,t}) \right) \right) = \\
& = \left( F \frac{1}{V_{DC}} (\omega_0^2 - \omega_t^2) \right) \left( y(t) - y_{\text{eq}} \right) + \left( \frac{F}{V_{DC}} \omega_0^2 y_{\text{eq}} \right)
\end{align*}
\]

Finally, considering that \( \frac{V(t)}{V_{DC}} = \omega_0^2 - \omega_t^2 \ll 1/2 \), which is the same as saying that we have a combination of \( F \) and \( \gamma \) providing sufficiently small displacements, we have that \( (\omega_0^2 - \omega_t^2) \ll \omega_0^2 y_{\text{eq}} \). Then, the effect of applying a large voltage pulse would be approximately adding a constant to the instantaneous velocity of the resonator, therefore allowing us to obtain the standard equation of the PDO (31).

### E. Simulation Results

Using the theoretical description of the system obtained in the previous sections, we have performed a set of MATLAB simulations in order to both validate the discrete time model and analyse the behaviour of e-PDO systems. The dashed line of fig. 3 shows a solution of the non linear ODE (8). There is a start-up transient of about 10 ms before the MEMS reaches the ‘steady state’ regime, with the self-sustained sinusoidal oscillations shown in fig. 3. Note that the MEMS position is always below 1/3 of the normalized gap.
Figure 3. Simulation results showing the ODE (dashed line) and the iterative map (circles) solutions for the “steady-state” regime reached at $f_0 = 12.151$ kHz, $f_s = 6.5$ kHz, $\gamma = 3.81$ rad/s and $\delta = 7\%$. The continuous line is the position average $y_{av}$.

However, e-PDOs are nonlinear systems while the obtained iterative map described through (24) and (25) represents a model obtained by applying the linearisation (11). Therefore, the next objective is to validate the map through comparisons between continuous and discrete-time simulations. Fig. 3 also shows the steady state regime reached for both discrete (circles) and continuous (dashed line) time simulations. As is seen from this comparison, the map models the original continuous time system very well. Therefore, the simulations support our approach for obtaining the map.

On the other hand, Fig. 3 also shows that the normalized position average obtained through equations (26) and (30) has an almost constant value ($y_{av} = 0.03$), and this is an expected result since we observe sinusoidal oscillations. Let us remark that the average of the position is a key value, since it is the threshold in the e-PDO loop decisions (equation (5)).

The discrete-time simulation results depicted in fig. 4, obtained from equations (24) and (25) with the same parameters as in fig. 3, show an example of the evolution of the e-PDO in the state space: a stable trajectory is reached.

Finally, we note that for resonant sensors the frequency of oscillations is a parameter of interest. For the conventional PDO topology the frequency can be directly calculated from the output bit stream. For PDOs not working beyond the Nyquist limit, the resulting oscillation frequency is $f_{osc} = f_s f_D$, where $f_D$ is the digital frequency extracted from the bit stream. The same is applicable to the electrostatic PDO. We will use the route suggested in [12] to generate an auxiliary sequence and to obtain the digital frequency of oscillations $f_D$. The sequence is defined as follows

$$d_n = \begin{cases} 1 & \text{if } b_n \neq b_{n+1} \\ 0 & \text{if } b_n = b_{n+1} \end{cases}$$

(34)

If $b_n$ is a perfect $S^3$ sequence, this conversion generates a 1st order $\Sigma\Delta$ (sigma-delta) sequence. The digital frequency of oscillations can now be written as

$$f_D = \frac{1}{2N} \sum_{n=1}^{N} d_n$$

(35)

where $N$ is a large enough integer number. A fragment of the dependence of the digital frequency $f_D$ on the normalised frequency $f = f_1 / f_s$ where $2\pi f_1 = \omega_1$ from (14) is shown in fig. 5.

III. EXPERIMENTAL SETUP

A. Overview

Once we successfully analysed the e-PDO from the theoretical point of view and verified its behaviour through simulations, now the objective is to experimentally validate the performance of such system with specific electrostatic MEMS resonators using the excitation and sensing mechanisms described in this section. The second but not the least objective is to validate if e-PDOs can be used to selectively excite different vibration modes of the MEMS resonator.

The implementation and operation of the e-PDO systems developed for carrying out the experimental work are similar to those used in other previous works, although in this case electrostatic MEMS resonators are used for the first time and this entails some significant differences and new properties concerning actuation, sensing and global behaviour.
The e-PDO circuitry consists of analog and digital parts. The core component of the analog block is an ASIC that interfaces the MEMS with the rest of the system. Thus, it multiplexes in time the voltage actuation and capacitance sensing tasks. Design and operation of the analog part are described in the next section.

As in other previous works [8], [9], the e-PDO digital feedback loop has been implemented on an FPGA. In this way, the configuration of the main parameters of the e-PDO architecture, namely the sampling frequency $T_s$, the pulse width $\Delta t$, the number of delays $L$ and the sign of the feedback loop, can be done easily in real-time.

Finally, it should be recalled here that, for a given MEMS resonator and sampling frequency, specific configurations of the digital loop allow to selectively excite different mechanical resonances of the MEMS, as shown in [9], [14].

B. Electrostatic Actuation and Sensing Interface

A simplified schematic of the electrostatic actuation and sensing interface [15] is depicted in fig. 6. Its architecture is based on detecting the voltage drop across a capacitive divider formed by the MEMS internal capacitance and a fixed capacitor. The electrostatic MEMS is represented as the variable capacitor $C(t)$, the maximum voltage applied to the MEMS is represented as $V_{MAX}$ and the output voltage as $V_{OUT}$. $C_S$ is a series capacitor and $D$ (Disconnect), $R$ (Reset), $H$ (Hold) are digital signals controlling a set of CMOS switches. $U_1$ and $U_2$ are OpAmp-based voltage followers intended to provide cancellation of the parasitic capacitance and electrical isolation, respectively. A programmable-gain amplifier (PGA) provides up to 40 dB gain to the detected signal.

In sensing mode, signals $R$, $D$ and $H$ are all zero, thus the AC voltage at the middle of the capacitive divider formed by the electrostatic actuator $C(t)$ and the series capacitance $C_S$ is given by the following expression,

$$V_{CS}(t) = V_{MAX} \frac{C(t)}{C_S + C(t)} \quad (36)$$

Provided that $C_S \gg C(t)$, the previous equation can be approximated to

$$V_{CS}(t) \approx C(t) \frac{V_{MAX}}{C_S} \quad (37)$$

From this, the intermediate node of the capacitive divider has a voltage approximately proportional to the actuator capacitance. However, this node has an infinite impedance at $DC$, which implies that no long-term stability of the measurement can be guaranteed [16]. In fact, any leakage current flowing through the intermediate node of the capacitive divider will change the charge distribution between the capacitors and so the $V_{CS}(t)$ voltage, invalidating the measurement.

In order to solve this issue and, at the same time, generate the pulsed actuation signal required by the e-PDO, signals $R$ and $D$ are briefly set to one. This has the effect of disconnecting the MEMS from $V_{MAX}$ and discharging the capacitors. When $R$ and $D$ are set to zero again, the charge in the capacitive divider is refreshed, thus the leakage phenomena do not compromise the measurement and long-term DC stability can be guaranteed [17], [18]. The purpose of signal $H$ is to prevent the reset pulse to be propagated to the output through the amplification chain. For this, $H$ is set to one before $R$ or $D$ are one and it is set to zero only when $R$ and $D$ are zero. The whole sequence of $R$, $D$ and $H$ pulses is called the reset sequence and it is controlled by a single ASIC pin.

In order to detect even small capacitance changes and to be able to measure MEMS actuators connected through a probe station setup, means of cancelling the effect of parasitic capacitances have to be provided. These parasitic capacitances, if grounded, are in parallel with $C_S$ and increase its value, so attenuating the detected signal and limiting the minimum capacitance that can be measured. Operational amplifier $U_1$ allows cancellation of the parasitic capacitances by copying the $V_{CS}$ voltage of the capacitive divider to the shielding of that connection, thus cancelling any voltage difference between $V_{CS}$ and any parasitic node, and thereby, nulling the effect of parasitic capacitances. Precautions have to be taken to ensure the high-frequency stability of the loop when the measurement setup has large parasitic capacitances.

Figure 7 shows the simulation of the output voltage $V_{OUT}$ for different values of the electrostatic actuator capacitance $C(t)$. Series capacitance was set to three different values: 33 pF, 68 pF (as used in the measurements) and 120 pF; the actuation voltage $V_{MAX}$ to 4.5 V and the gain of the PGA to...
unity. In the simulation, the parasitic capacitance of the pads and interconnections was estimated to be 1 pF to ground in all sensing pads. As can be seen, the behaviour is linear for small $C(t)/C_S$ ratios, providing a gain, for a series capacitance $C_S$ of 68 pF, of approximately 58 mV/pF. Figure 8 shows the behaviour of the circuit with and without the parasitic cancellation circuit for different parasitic capacitances $C_P$. Note that the parasitic cancellation desensitizes the circuit to parasitics, thus improving the measuring capabilities of electrostatic actuators connected to the ASIC through the coaxial or triaxial cables of a probe station. In the right part of Fig. 8 the AC response of the estimator in a unity-gain configuration is shown, revealing bandwidths up to 70 MHz. However, it should be noted that when the estimator is used inside a closed-loop, like in PDOs, the phase (or delay) at a given frequency has also to be taken into account in the loop design. For the MEMS used in this work, this delay has been negligible due to the low resonant frequencies they have.

The layout of the electrostatic actuation and sensing interface is shown in Fig. 9. The circuit was implemented in the 0.35 µm AMIS C035U P-Well based CMOS technology. The power consumption of the ASIC is around 25mW. In order to reduce leakage and parasitic capacitances to tolerable levels, no ESD protections on the intermediate node of the capacitive divider $V_{CS}$ pad were implemented. Moreover, the internal routing of $V_{CS}$ was actively shielded with the method described before.

IV. EXPERIMENTAL RESULTS

The experimental measurements have been carried out using a set of MEMS devices like the one shown in Fig. 10: a two-parallel plate structure made with PolyMUMPS technology. For the device shown in Fig. 10, which will be the reference case from now on, the area of the suspended top plate is $A = 360 \times 360 \mu m^2$, the gap between the plates for $V = 0$ is $g = 2 \mu m$ and the pull-in voltage is around 5V.

In order to approximately locate the main mechanical resonances of the MEMS we have followed two steps: first the simulation of the resonant modes of the mechanical structure with a finite element tool, Coventor, and second, with an impedance analyzer. The advantage of this second approach is that it allows to find accurately the location of the resonances and to study their dependence on the applied bias voltage, and on the damping of the resonator. Figure 11 presents the results of the FEM simulations of the first three modes for the reference device of Fig.10. Their respective frequencies are 16.68 kHz, 28.21 kHz and 28.22 kHz. As it can be observed, being the device symmetric, the second and third modes are in fact a $\pi/2$ rotation of one another and therefore any difference in the corresponding frequencies is due to numerical errors. In the measurements done with the impedance analyzer to accurately determine the resonant frequencies though, both modes are separated (see Figure 12), most probably due to some imperfection in the fabrication process or to residual stress.

Once the frequency response of the devices was obtained, we proceeded to build up the experimental hardware described in the previous section. In order to reduce the effects of damping losses, all measurements have been performed at low pressure conditions, using a vacuum chamber. The Q factor of the resonator for all modes is low, below 121. The bias voltage

![Figure 8](image8.png)  
**Figure 8.** Left: simulation of the output voltage $V_{OUT}$ vs. parasitic capacitance $C_P$ with and without the parasitic-cancellation circuit. Right: frequency response of the capacitance estimator. $C_S$ was set to 68 pF and $V_{MAX}$ to 4.5 V.

![Figure 9](image9.png)  
**Figure 9.** Layout of the electrostatic actuation and sensing interface. Voltage followers $U_1$ and $U_2$ and the programmable-gain amplifier (PGA) are shown. The circuit block between $U_2$ and the PGA contains the switches R, D and H and the charge-injection mitigation circuits. Shown area is $530 \times 280 \mu m^2$.

![Figure 10](image10.png)  
**Figure 10.** Top view of the MEMS device used in the experiments.
that for low Q factors, or high damping losses, the oscillation frequency of the PDO as a function of the normalized resonant frequency becomes fractalized (the curve becomes a distorted version of the Devil’s staircase fractal, formed by a succession of plateaus). This phenomenon has been reported in previous works [12].

It was found in [9], [14] that the conventional PDO allows actuating different vibrational modes of the mechanical structure simply by configuring the parameters of the feedback loop. This effect can be briefly explained as follows. Each time a delta is applied to the resonator it may increase or decrease the instantaneous velocity of the resonator. This depends on whether the instantaneous sign of the velocity of the resonator coincides with the sign of the force being applied. Since the feedback loop determines how and with what value the deltas are applied to the resonator, in average the PDO may either inject energy in the resonator or extract energy from it, until a limit cycle around the origin is reached. This will depend on the sign in the feedback loop (parameter $\sigma$ in Fig. 1), the number of delay blocks in the feedback loop ($L + 1$), and the ratio between the resonant frequency of the resonator and the sampling frequency ($f = f_1/f_S$).

Therefore, given a certain resonant frequency, a sampling frequency and a feedback filter, the oscillator in average may tend to two different behaviours: a) [O] Oscillation or b) [A] Antioscillation. It has been shown that if the normalized resonant frequency, $f$, lies in one of the following frequency segments, depending on the value of $\sigma$:

$$
\sigma = 1:\quad f \in \left( \frac{1 + 2r}{2(L + 1)}, \frac{1 + r}{L + 1} \right), \quad r \geq 0
$$

$$
\sigma = -1:\quad f \in \left( \frac{r}{L + 1}, \frac{1 + 2r}{2(L + 1)} \right), \quad r \geq 0
$$

the oscillator will be in the Antioscillation regime, whereas if the frequency lies outside of these segments, then the PDO is in the Oscillation regime.

This means that by a suitable choice of parameters, namely $L$, $\sigma$ and $f_S$, it is possible to force that a given mode is in the oscillation regime, while the others are in the antioscillation segments. Then, the PDO will generate a sustained oscillation in this specific mode. Figure 13 shows how for a certain choice of the sampling frequency, $f_S = 69.674kH\grave{z}$, simply by changing the value of $L$ and $\sigma$ it is possible to select the first three modes of the structure. Note that for each of these combinations, only one of the resonant frequencies lies in an Oscillation segment, while the others lie in the Antioscillation regime.

Therefore, employing the selection of the parameters as discussed above and calculating the digital frequency from (35), one can distinguish between different spatial vibration modes. For the conventional PDO, this property was demonstrated in [19]. The digital frequency $f_D$ calculated from (35) is always associated with particular mode and cannot be the same for two different vibration modes and therefore a vibration mode is uniquely defined by its digital frequency.

Although one of the most important features of PDO systems is that the oscillation frequency can be inferred from the bit stream provided by the feedback loop, in our experimental

---

Figure 11. FEM simulations of the first three modes of the reference device of Fig. 10.

Figure 12. Real part of the impedance of the MEMS device shown in fig.10. The first three resonances can be clearly observed.

applied to the MEMS is $V_{DC} = 3V$. It must be pointed out
Figure 13. Oscillation and antioscillation frequency segments for the first three resonances of the reference device and three feedback filter configurations. In all cases the chosen sampling frequency is \( f_S = 69.694 \text{ kHz} \). For the first and second resonances \( \sigma = -1 \) and for the third it is \( \sigma = 1 \).

measurements position waveforms provided by the ASIC were also obtained. This is not necessary, but it gives valuable additional information about the shape of the oscillations.

Thus, applying the theory associated with specific excitation of resonant modes as in the example above, we calculated the number of delays necessary to selectively excite the first three modes of the reference device at a fixed sampling frequency. The experimental results obtained for each mode are shown respectively in Figs. 14(a) to 14(c). In such figures, analog waveforms are position measurements provided by the ASIC, D1 are the reset sequences sent to the ASIC (i.e. the pulses applied to the resonator) and D0 is the sampling clock.

We note that, taking into account the low Q-factor of the resonators, reasonable sinusoidal waveforms are obtained for each frequency mode. Table I shows the oscillation frequencies obtained with the e-PDO, compared with the ones obtained in the FEM simulations, together with the phase noise at each mode specified at 100Hz from the carrier. Furthermore, Figure 15 shows the phase noise of the second resonance obtained with an spectrum analyzer. Since the phase noise decreases with the increase of the Q-factor [20]–[23], the phase noise of a higher-Q e-PDO should decrease.

We also remark that the waveforms obtained may exhibit brief distortion at the moments when the force pulses \( V = 0 \) (\( b_n = 1 \)) are applied to the MEMS. This is clearly seen in all waveforms of Fig. 14.

Finally, it must be pointed out that the electrode configuration of the measured device is not optimal for the detection of the second and third modes, since the electrode comprises the whole area of the device. However the presented results point to the fact that if the mechanical resonance may be observed in the impedance measurement, then it should be possible to excite it by the PDO.

V. CONCLUSIONS

A new actuation scheme for electrostatic MEMS has been presented to implement the Pulsed Digital Oscillator topology. The capacitance of the device is periodically sampled, and
the excitation consists of a bias voltage while short zero voltage pulses are applied when the PDO determines that a negative delta of force must be fed into the resonator. The control system has been theoretically analyzed and modeled with a small-signal approximation around the two voltage driving levels. An application specific integrated circuit has been designed specifically to carry out the actuation scheme. Experimental results obtained with PolyMUMPs resonators confirm that it is possible to excite different resonant modes, therefore improving the performance of the device, with this actuation scheme and the PDO oscillator topology.
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