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Abstract. Today, online reviews for products and services have become an important class of user-generated content and they play a valuable role for countless online businesses by helping to convert casual browsers into informed and satisfied buyers. In many respects, the content of user reviews is every bit as important as the catalog content that describes a given product or service. As users gravitate towards sites that offer insightful and objective reviews, the ability to source helpful reviews from a community of users is increasingly important. In this work we describe the Reviewer’s Assistant, a case-based reasoning inspired recommender system designed to help people to write more helpful reviews on sites such as Amazon and TripAdvisor. In particular, we describe two approaches to helping users during the review writing process and evaluate each as part of a blind live-user study. Our results point to high levels of user satisfaction and improved review quality compared to a control-set of Amazon reviews.

1 Introduction

Among the many varieties of user-generated content on the social web, user-generated product reviews have come to play a vital role in a wide range of product/service oriented settings. Today, leading online product and service providers, from Amazon to TripAdvisor and iTunes to Etzy, prioritise user-generated reviews alongside catalog content in a variety of ways. For example, Amazon prioritises such reviews by placing the average review score directly beneath a product title. Moreover, it provides interested users with one-click access to review content, which includes recommendations of the most helpful, favourable and critical reviews. The rationale for such access is that review information of this kind has been shown to play a valuable role when it comes to helping users to make purchasing decisions, increasing the conversion rate of casual browsers into informed, satisfied buyers. For example, Hu et al. [10] describe the results of one study on the value of online reviews, concluding that consumers do understand the value difference between favourable and unfavourable opinions and respond accordingly. Furthermore, when consumers read
online reviews, they pay attention not only to review scores, but to other contextual information such as a reviewer’s reputation and reviewer exposure. The market responds more favourably to reviews written by reviewers with better reputation and higher exposure. In related work, Zhu et al. [16] examine the influence of online reviews on video game sales, indicating that reviews are more influential for less popular games.

While many sites prioritise the promotion of user-generated review content, they do little to support users when it comes to generating reviews, beyond the provision of a simple text-input review-form. At best, this provides friction when it comes to attracting new reviews from first-time reviewers, but further it may negatively impact the quality of the reviews that are provided. For this reason researchers have begun to consider ways in which users can be better supported during the review writing process. For example, the seminal work of Bridge et al. [3] describes a system called GhostWriter, which is designed with this task in mind. Briefly, GhostWriter uses case-based reasoning techniques to harness a collection of past review experiences, which are then used as a source of suggestions for reviewers as they write. Essentially, GhostWriter suggests fragments of similar reviews as hints to the reviewer.

In this paper, we build on the GhostWriter idea and extend it in a number of important ways. Firstly, we use association rule mining techniques to extract correlated product features from raw review experiences. These features correspond to recurring review fragments across a collection of reviews; for example, we might notice that digital camera reviews which refer to picture quality and color saturation also refer to white balance; see also [8]. Secondly, we consider a new topic-oriented approach that allows us to map raw review fragments to more structured product topics, and so avoid recommendation redundancy and improve the breadth of coverage of suggestions. Thirdly, we describe how these ideas have been implemented in the Reviewer’s Assistant (RA) in the form of a browser plugin, which facilitates direct integration with sites like Amazon, TripAdvisor, etc. Finally, this paper also includes a comprehensive live-user trial of RA, in which we evaluate the perceptions of end-users and the quality of the reviews they produce; ultimately demonstrating how use of the RA can lead to higher quality reviews than those currently found on Amazon.com, at least in terms of the evaluation domain of digital cameras.

2 Related Work

Recent research indicates that online product reviews have a significant influence on the purchasing behaviour of users; see [10, 16]. For example, the effect of consumer reviews on book sales on Amazon.com and Barnesandnoble.com has been investigated by Chevalier & Mayzlin [5], concluding that the relative sales of books on a site correlates closely with positive review sentiment; although interestingly, there was insufficient evidence to conclude that retailers themselves benefit from making product reviews available to consumers. Similarly, Dhar & Chang [7] found a correlation between the volume of blog posts about a music
album and future sales. Likewise, it has been shown that the early volume of online movie reviews can be used as a proxy for early sales [6].

Given the importance of product reviews it is not surprising that retailers and researchers have started to study different ways to help interested users find high quality reviews for products they are considering. As the volume of user-generated review content grows, it will become increasingly important to rank reviews based on some measure of relevance and/or helpfulness. For example, the work of [11–14] each consider different factors such as reviewer reputation, product genre familiarity, and review recency to automatically rank reviews based on their predicted helpfulness. Indeed, as the importance of online reviews has increased so has the temptation for interested parties to manipulate reviews to generate a bias for or against particular products. This in turn has motivated researchers to consider ways in which suspicious reviews can be identified and eliminated; see for example the work of Wu et al. [15].

In this work, we approach the problem of review quality from a different but complementary perspective: rather than attempt to rank reviews by helpfulness, or eliminate biased reviews, we focus on the process of writing a review in the first place. Our aim is to not only produce a better quality of user-generated reviews, but also to increase the number and diversity of reviews by attracting first-time reviewers who might be initially daunted at the prospect of writing a product review. Our work is inspired by the GhostWriter system, first introduced by Bridge et al. [4], as an approach to supporting users to create online adverts for personal goods and items they wish to dispose of, by using conversational CBR techniques [2] to reuse fragments of adverts of previously posted items. Later Healy and Bridge [9] adapted this approach to support users during the generation of product reviews, again using conversational CBR techniques, but this time recommending review fragments from past reviews that are similar to the user’s current, incomplete review. Currently GhostWriter 2.0 [9] extracts noun phrases from these past product reviews (cases), and suggests these phrases directly to the reviewer/user.

Our Reviewer’s Assistant is a close relative of the GhostWriter systems. It too harnesses past review experiences to proactively suggest review topics as the user writes their review. In this paper, we will describe how the RA combines association rule mining and topic extraction techniques with conversational CBR to generate these recommendations. In addition, the RA has been designed to fully integrate with existing online services such as Amazon and TripAdvisor, allowing users to use existing review tools while benefitting from suggestions made by the system.

3 The Reviewer’s Assistant

The Reviewer’s Assistant has been implemented as a browser plugin so that it can seamlessly integrate with pre-existing services like Amazon and TripAdvisor at the user interface level, providing support to users as they write their reviews, but without the need for backend integration with these underlying services. In
this section we will describe the basic system architecture and key technical features of the RA system and provide an example of the RA in operation.

3.1 Case Discovery and Topic Extraction

Before describing the technical details of the basic RA recommendation cycle we will first look at the structure and source of case and domain knowledge.

The Review Case-Base. The RA is designed to operate over specific product domains and maintains a separate review case-base for each. A domain is assumed to be made up of a collection of products that share similar features, which ultimately will act as possible review targets for the reviewer. Each case
corresponds to a previous review and includes the product id, the review text, and any meta information available, such as the overall review score or helpfulness. These reviews are automatically extracted from the underlying service by using any available API to extract relevant product and review data; typically the RA will extract only high-quality reviews (based on any helpfulness/quality meta data that is available).

**Topic Extraction.** In this paper we consider a version of the RA that maps review terms to product topics in order to improve recommendation quality. For the purpose of this feasibility study we adopt a very simple approach to topic modeling based around a hand-coded set of topics for the target domain, with each topic associated with a synonym set. As such the topic extraction component of Figure 1 is not currently automated but rather left as a matter for future work – assuming the value of our topic-based variation can be demonstrated in live usage.

### 3.2 Retrieving Similar Reviews

As the user writes their review, the review text is periodically (typically on the completion of a new sentence) used as query against the relevant domain case-base to retrieve a set of similar reviews, from which term-based transactions are extracted as the basis for association rule mining.

**Case Retrieval.** In the current implementation we rely on a simple term-based Jaccard similarity metric to retrieve a set of the n review cases that are most similar to current. At present, this retrieval process is further restricted to only consider review cases that match the target review product id. For example, if the user is reviewing the latest “Nikon D90” camera, then only past reviews of this product will be considered for retrieval. Obviously this condition could be relaxed to facilitate the consideration of similar products but this is left as a matter for future work.

**Extracting Transactions.** At this point each of the n retrieved reviews is converted into a set of sentence-level transactions and a review-level transaction. This is a straightforward process that starts by identifying the nouns in a review text and then converts each sentence or review into a set of these nouns based on their order of appearance; see Figure 2. In the next subsection, we will describe how these transaction-based representations can be used by association rule mining techniques as a basis for recommendation.

**Topic Mapping.** In one version of the RA, non-topic, recommendation proceeds based on the mining of these noun-based transactional representations. However, in this paper we also consider a topic-based approach (we refer to this simply as topic) which first maps the raw transaction terms onto the topics
The room was spacious with a comfortable bed. The pillows were really fluffy and everything you would expect with a stay at the Bellagio. The bathroom was spacious as well, with a separate bath and shower.

Fig. 2: Preparing Transactions for Association Rule Mining (ARM).

extracted from a given review collection as mentioned above. The purpose of this approach is that it affords a level of abstraction (topics vs. nouns) that has the potential to provide a more intuitive set of recommendations based on more meaningful product topics, rather than on the looser vocabulary of user-generated reviews. As part of our evaluation in Section 4 we will consider whether this topic variation in fact translates into any meaningful evaluation benefit.

3.3 Generating Recommendations

The RA generates a set of ranked recommendations by using association rule mining techniques to discover patterns of nouns/topics that recur frequently across many reviews. In the following section we will describe how these rules can then be applied to the current review text in order to produce a ranked set of noun/topic recommendations to be returned to the user via the RA plugin.

Rule Mining. At this point we have a set of transactions (whether non-topic or topic), which reflect frequent collections of nouns/topics that occur at the sentence-level or review-level. For example, in the digital camera domain we might have transactions such as \{image, lens, resolution\} and \{size, price\} extracted at the sentence-level to indicate that review sentences discussed camera resolution, lens type and image quality or camera size and price. We can apply association rule mining [1] to identify frequently occurring transactions and to generate a set of association rules of the form \{image, lens\} \rightarrow \{resolution\}. Following the standard algorithm for association rule mining, we first filter-out
rules that fall below a minimum support level; that is we keep subsets of transactions that have a pre-defined frequency of occurrence as candidates for rules and their antecedents, so-called itemsets.

**Ranking Recommendations.** The resulting rules are ranked in descending order of their confidence, which is basically an estimate of the probability of finding the topic/noun that forms the rule consequent given the occurrence of the antecedent. To generate a set of ranked recommendations we apply each of the extracted rules, in order of confidence, to the current review text. If the current review text triggers a rule of the form $LHS \rightarrow RHS$ then the noun/topic that is the RHS is added to the recommendation list. This process terminates when a set of $k$ recommendations have been generated.

### 3.4 Recommendation Feedback and Case Retention

Each recommendation cycle refreshes the current set of suggestions for the user. Each of these recommendations can also be expanded to reveal the review fragments that formed the basis of the rule that led to the recommendation, thereby providing additional context for the user; for example, a recommendation for the topic *resolution* might show a review fragment such as “... camera boasts an impressive 12 mega-pixel resolution...”. By selecting a recommendation the user can directly add it to their review as a starting point for their own opinion.

There are a number of opportunities for learning to occur in the current system. Obviously, each completed review can be retained as a new case in the review case base. But in addition, it may also be possible to adapt the recommendation process by learning from direct user feedback; for example, as users select/ignore recommendations this can be used to reinforce/weaken future association rule patterns; this is left as a matter for future work.

### 3.5 The Reviewer’s Assistant in Action

Figure 3 shows the Reviewer’s Assistant in action for our user, Joe, who is reviewing a recently purchased Nikon D90 SLR camera on Amazon. Joe is presented with the usual Amazon review creation screen and the figure shows the Reviewer’s Assistant overlay; the RA widget can be dragged to any suitable location on screen. The RA presents a dynamic set of updating review suggestions (in this case we show the topic-based version of the RA). Figure 3a shows some of the suggestions presented to Joe during the early stages of the review. In this case we see a number of suggestions for some common review topics for this product, including the *lens*, the *image* and *video* capability. As shown, Joe can view review fragments that relate to a particular topic by mousing-over the topic. For example, in this case the fragments “the lens kit”, “the 18-200mm lens” etc. are displayed for topic “lens”.

In Figure 3b we see a snapshot towards the end of the review writing. This time Joe is presented with additional topics, many of which are more specialised
I bought a Nikon D90 a few months ago based on strong recommendations from my friends. This camera is the first DSLR I have owned. The included 18-105 VR kit lens is very useful and versatile as an all-purpose lens. I love the quality of the pictures I take with this camera and it's extremely good at capturing images without a flash even in dim lighting conditions. I really like the magnesium body and the size is perfect, fits really nicely in the hands. The menus and controls are easy to use. You can actually start using the camera and survive by just browsing the screen and by reading the quick start manual without reading the full manual booklet. I am an amateur photographer and I find it difficult to set up perfect aperture and shutter speed manually, the pre-defined modes are very useful and work well, such as sport mode. The battery life of this camera is truly outstanding. There is no need to buy a spare battery as you can take thousands pictures on one charge. I have already used the video recorder several times, it is great for the short videos. It is sold at a good price and the shipping was quick.

(a) Suggestions made at the beginning of the review writing process.

(b) Suggestions made toward the end of the review.

Fig. 3: The Reviewer's Assistant in action on Amazon.
or not uniquely related to the specific product to provide the reviewer with an opportunity to broaden their review. Note also that as the reviewer writes their review, sentences that cover recommended topics are highlighted by emphasizing the topic terms in the sentences. In Figure 3b we can see that the user’s review covers a range of topics that have been suggested, including lens, aperture, shutter, battery life, etc.

4 Live-User Evaluation

The Reviewer’s Assistant, as described above, is designed to support users as they create user-generated reviews on sites like Amazon, TripAdvisor, and iTunes, by suggesting hints to users about the type of product features that they may wish to include in their reviews. We have presented two variations with respect to the type of recommendations made, one based on actual review fragments (non-topic) and one in which these fragments are first mapped to a set of well-defined topics, which are then recommended (topic). The following evaluation has three separate parts and in each, we pay particular attention to performance differences between the non-topic and topic variations of the RA, if any. In the first part, we describe the results of a live-user study focusing on how participants used the RA plugin and their feedback with respect to the utility of the recommendations and their overall satisfaction with the experience. In the second part of the analysis, we perform an objective analysis of the resulting reviews considering the depth and breadth of coverage offered by these reviews with respect to important product features. Finally, in part three, we perform a comparison of a subset of the above reviews and a set of comparable Amazon reviews, using a set of “expert” users to rate the helpfulness of these different reviews in order to better understand if the use of the RA leads to any improvements in review quality.

4.1 Usage Analysis

For the first part of this experiment we recruited 40 test users, 26 male and 14 female. 11 of the 40 participants had written at least one online review in the past and the majority had purchased products online through stores like Amazon and iTunes. We restricted our target product domain to that of digital cameras on Amazon and configured the RA plugins (non-topic and topic) accordingly; we chose this product domain because all users had at least some experience with this type of product.

The participants were randomly divided into non-topic and topic groups; exactly 21 participants (52.5%) had access to the non-topic version of the RA whilst the remaining 19 (47.5%) used the topic version. Each user was asked to select a product of interest and to write a review for this product; they were provided with a brief initial tutorial on the RA, the purpose of its suggestions, and how they might avail of them if appropriate.
During the trial user actions were logged as they completed their reviews and availed of the RA suggestions. At the end of the trial each user completed a short post-trial questionnaire in order to rate the RA under four key areas: 1) helpfulness – were the RA suggestions generally helpful? 2) relevance – were the suggestions relevant in the context of the review being written? 3) comprehensiveness – did the suggestions broadly cover the product being reviewed? 4) overall satisfaction – was the participant satisfied with the overall experience provided by the RA?

Fig. 4: User Feedback.

The results of this questionnaire are shown in Figure 4 and are largely positive with respect to both the topic and non-topic variations. For example, we can see that overall about 75% – 85% of users found the RA to be helpful, with the higher percentage pertaining to the topic variation. Interestingly, this advantage for topic is reversed when we look how relevant users found the recommendations to be. In this case we can see that, while 90% of the non-topic users rated the recommendations to be relevant, only 80% of the topic users rated their recommendations as relevant. Similarly, the feedback in terms of recommendation comprehensiveness also favours the non-topic variation, with scores of 85% versus 65% for non-topic and topic users, respectively.

The reason for this seems to be related to differences in how recommendations are managed after a user has covered a particular feature in their review. For example, in the case of the non-topic version, once a user writes about a specific feature, say auto-focus, this exact feature will be removed from the recommendation list and will not be suggested again in the future, but related features such as zoom or focal-length can be suggested. The same is true for the topic variation of RA, except that by removing the general topic, in this case lens, instead of the exact term auto-focus, lens-related features will not be suggested any more and lens will be replaced by another topic instead. In retrospect it appears that this particular recommendation filtering approach may have been overly restrictive and we will consider alternatives as a matter of future work.
Finally, in relation to the post-trial questionnaire we can see that overall there is strong user-support for the RA. Between 75% (topic) and 80% (non-topic) of users indicated that they were satisfied overall with the system.

4.2 Topic Coverage

We now consider the type of reviews that are produced. For example, is there any evidence that the topic and non-topic variations lead to quantitative differences in review quality? In this part of the evaluation we consider review quality in terms of the breadth and depth of topical coverage. In other words we can evaluate reviews based on the number of unique topics that they contain (breadth) and the average length of sentences on a given topic (depth). We can also measure the redundancy of a review as the average length of sentences that do not refer to well-defined topics.

More formally, the breadth of a review $r$ with respect to topic set $T$ is defined as the number of topics covered by that review, see Equation 1.

$$Breadth(r, T) = | \{ t \in T \mid \exists s \in r : Cover(s, t) \}|$$

$Cover(s, t)$ is true, if topic $t$ is covered by sentence $s$. A sentence covers a topic, if at least one synonym for (or member of) the topic is contained in it. In order to give proper semantics to the mathematical notation of $\in$ we assume that sentences are represented by a collection of all words, and reviews are represented by a collection of sentences. Note, one sentence might cover more than one topic.

The depth of a review $r$ with respect to topic set $T$ is the average number of words to describe each topic covered by the review $r$, see Equation 2.

$$Depth(r, T) = \frac{\sum_{s \in r} |\exists t \in T : Cover(s, t)| \ Length(s)}{Breadth(r, T)}$$

where the number of words in a sentence $s$ is denoted by $Length(s)$.

Finally, the redundancy of a review $r$ with respect to topic set $T$ is defined as the total length of sentences that do not cover any topic.

$$Redundancy(r, T) = \sum_{\{s \in r \mid \nexists t \in T : Cover(s, t)\}} Length(s)$$

<table>
<thead>
<tr>
<th>topic</th>
<th>non-topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Breadth*</td>
<td>10.42</td>
</tr>
<tr>
<td>Average Depth</td>
<td>10.69</td>
</tr>
<tr>
<td>Average Redundancy</td>
<td>9.68</td>
</tr>
<tr>
<td>Average Length</td>
<td>113.58</td>
</tr>
</tbody>
</table>

Table 1: Breadth, Depth, and Redundancy; * indicates significance at 0.05.
Thus we analyse the review texts of the 40 reviews produced during the above trial and compute their breadth, depth, and redundancy characteristics with reference to the defined set of product topics used for the digital camera domain. The results are presented in Table 1. We can see that while both techniques perform similarly in terms of review depth (10.69 for topic versus 10.53 for non-topic), the reviews produced with the topic version of RA tend to offer significantly broader coverage (a breadth of 10.42 for topic versus only 7.62 for non-topic) with less redundancy (9.68 for topic versus 10.24 for non-topic).

Of course this approach provides only a superficial analysis of review quality and it is not clear whether these depth, breadth and redundancy characteristics have any significant bearing on the ultimate perception of review quality or helpfulness. Thus, we analysis performance along these dimensions in the next section.

4.3 Review Quality

Ultimately the best test of the RA approach is to consider the quality of the resulting reviews in order to understand whether users find them to be helpful, for example. Even better is if we can compare our test reviews to a benchmark in terms of quality. This is the aim of this final evaluation section.

We collected 2 sets of reviews with similar lengths. The first set were chosen at random from the reviews written by participants of the RA trial above. We collected 10 random reviews written using the help of the RA with topic and another 10 written using the help of the RA with non-topic. For our second set, we selected two groups of Amazon reviews to serve as a benchmark, against which to judge the quality of the RA reviews. One group was chosen at random from among the most helpful Amazon camera reviews. We picked 10 reviews (Amazon+) that had a helpfulness score of at least 0.7 (meaning 70% of raters considered them helpful); in fact, the average helpfulness score for these reviews was 0.9 and thus we can view these as examples of very high quality product reviews written without the aid of RA. Next we chose another group of 10 random Amazon reviews (Amazon-), but this time we picked reviews that had a helpfulness score of less than 0.7; the average helpfulness score for reviews in this group was 0.41 and thus represent examples of lower quality reviews written without the help of RA.

Next, we recruited 15 reviewer “experts” (with a good understanding of the digital camera space) and asked them to perform a blind review of a random sample of reviews from the four sets above (topic, non-topic, Amazon+, and Amazon-). In each case we asked the experts to rate the reviews on a 5-point scale in terms of 1) helpfulness – how helpful did they think the review would be to others? 2) completeness – did the review provide a reasonably complete account of the product in question? 3) readability – was the review well written and readable? In total each test review was reviewed by 3 different experts. Finally, we calculated the average helpfulness, completeness, and readability ratings across each of the 4 review groups and also calculated their average breadth, depth and redundancy scores based on the approach taken previously.
<table>
<thead>
<tr>
<th></th>
<th>topic</th>
<th>non-topic</th>
<th>Amazon+</th>
<th>Amazon-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helpfulness*</td>
<td>3.90</td>
<td>3.90</td>
<td>3.33</td>
<td>3.07</td>
</tr>
<tr>
<td>Completeness*</td>
<td>3.67</td>
<td>3.57</td>
<td>2.67</td>
<td>2.53</td>
</tr>
<tr>
<td>Readability</td>
<td>3.60</td>
<td>3.60</td>
<td>3.80</td>
<td>3.33</td>
</tr>
<tr>
<td>Average Breadth**</td>
<td>11.30</td>
<td>8.60</td>
<td>5.90</td>
<td>7.20</td>
</tr>
<tr>
<td>Average Depth</td>
<td>11.90</td>
<td>11.21</td>
<td>15.57</td>
<td>12.49</td>
</tr>
<tr>
<td>Average Redundancy**</td>
<td>5.50</td>
<td>14.30</td>
<td>22.40</td>
<td>21.00</td>
</tr>
</tbody>
</table>

Table 2: User Evaluation; * indicates significant difference between topic/ non-topic and Amazon+/ Amazon-; ** indicates significant difference between topic only and Amazon+/ Amazon-.

The results are presented in Table 2 and show a significant positive benefit accruing to the RA in a number of important respects. For instance, the average helpfulness rating of RA reviews (3.90 for both RA versions) is greater than the helpfulness rating for Amazon+ (3.33) and Amazon- (3.07). Similarly, we can see clear benefits for the RA variations in terms of review completeness (3.67 and 3.57), when compared to Amazon+ (2.67) and Amazon- (2.53). Both of these helpfulness and completeness benefits (RA versus Amazon) are statistically significant at the 0.05 level; statistically significant differences were not found in terms of review readability.

Table 2 also shows how the topic version of the RA leads to reviews that have a greater topical breadth and reduced redundancy compared to non-topic, Amazon+, and Amazon-; once again, these differences are statistically significant at the 0.05 level. For example, on average, the topic reviews cover 11.3 topics per review compared to only 5.9 and 7.3 topics per review for Amazon+ and Amazon-. In addition, on average, the topic reviews contain very little redundancy (5.50 words per review) compared to much higher redundancy rates for Amazon+ (22.4) and Amazon- (21) and even non-topic (14.3). It is worth noting that, though we did not find statistically significant differences, both groups of Amazon reviews seem to enjoy improved topical depth when compared to the RA groups.

4.4 Discussion

The above results tell an interesting and compelling story. While there may be little to choose between the topic and non-topic variations of the RA at present, it is clear that users found the RA system to be helpful and useful when it comes to supporting the review writing process. Moreover, the resulting reviews were rated more highly that their Amazon counterparts in a blind study of review quality.

As always there are limitations to be considered when evaluating the significance of these results. For a start the review domain was limited to digital cameras and the user studies were limited to focus groups of 40 users. Nevertheless, the key results were found to be statistically significant rather than chance
occurrences. Moreover, we have found no reason to suspect that by focusing on
digital cameras we have in any way biased or skewed the evaluation. Certainly
digital cameras are a popular class of online product sales and attract a critical
mass of user reviews. Moreover they share similar characteristics (feature-based
descriptions, feature tradeoffs, leading to complex purchasing decisions) with
other classes of products and services (travel, gadgets, etc.). Given the above we
feel confident that these results bode well for the promise of the RA and as such
provide a clear demonstration of the value of a case-based approach to harness
online experiences.

5 Conclusions

This work was inspired by early work on the GhostWriter systems [3, 9], which
highlighted the potential for web experiences and case-based reasoning to sup-
port users when creating user-generated content, whether in the form of adverts
or product reviews. The main contribution of the work presented in this pa-
er is twofold. Firstly, we have extended the original Ghostwriter approach by
incorporating a combination of association rule mining and topic extraction to
generate review recommendations that are more likely to match key product
features as important review targets. Secondly, we have presented a comprehen-
sive evaluation of the RA system, focusing on the overall user experience and a
benchmarked study of real review quality. The results show that users find the
RA to be useful and the resulting reviews are rated more highly than comparable
Amazon reviews, even when compared against a set of best quality reviews.

In terms of future work there are a number of important possibilities. First
of all, our current approach to topic extraction is very simply, modeling topics
based on simple synonym sets, for example. Our next steps include exploring
the use of automatic topic-detection and extraction techniques which will allow
for a more sophisticated topic modeling approach. In addition, the RA currently
does not consider the sentiment of review fragments during recommendation;
for example, a given reviewer might speak positively about a particular product
feature whilst another reviewer may speak negatively. This type of information
can be useful when selecting recommendations, for example, by guiding users to
review more controversial features of the product. Finally, the RA currently fo-
cuses on past review experiences that match the target product being reviewed.
This potentially limits the scope of experiences that can influence recommend-
ations and it is worth considering whether drawing on reviews from similar
products is likely to be of benefit. For example, when reviewing a specific com-
 pact camera by Nikon it might be worth focusing on other compacts by Nikon
or other manufacturers. We will consider this in future work by relaxing the
similarity metric that is used during review retrieval.
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