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Abstract

Recent technological advances in wireless networking, IC fabrication and sensor technology have lead to the emergence of millimeter scale devices that collectively form a Wireless Sensor Network (WSN). The cost of production for a single node has been reduced to less than 1 dollar, paving the way for large scale deployments (millions of nodes per network) of such devices. It would seem that agent technology should be useful for these highly distributed networks in terms of intelligent network management and data harvesting for example. Indeed this has been shown to be the case, however multi-agent systems for WSNs are scarce. One reason for this is the difficulty in the deployment, testing and debugging of a distributed application for these devices due to the minimal (if any) user interfaces they possess. In this paper we will propose a methodology for the rapid development of a MAS for WSNs that allows for comprehensive testing and debugging, a luxury not available on current WSN devices. We also instantiate this methodology in a case study for evaluation purposes.

1. Introduction

Though the concept of a sensor network is not new (DARPA initiated the Distributed Sensor Networks program in 1980), recent advances in microprocessor fabrication has lead to a dramatic reduction in the size and power consumed by such devices. Battery and sensing technology along with radio hardware have also followed a similar miniaturisation trend. The aggregation of these advances has lead to the development of networked, millimeter-scale, sensing devices capable of complex processing tasks. Collectively these form a Wireless Sensor Network (WSN), thus heralding new era for ubiquitous sensing technology. Large scale deployments of these networks have been used in many diverse fields such as wildlife habitat monitoring [19], traffic monitoring [4] and lighting control [26].

Some commercially available WSN platforms include Mica family [16], [7], Smart-Mesh [8], Ember [9], i-Beans [21], [24], Soapbox from VTT [29], Smart-Its [28], Cube sensor platform [30]. The miniaturisation trend of their components has not only lead to their small, unobtrusive size but also their low power operation. Meaning that some of these devices can run for years off regular AA batteries [16], [7]. Other solutions don’t require batteries at all. They work by harvesting energy from tiny vibrations that occur naturally - iBeans [21], [24] coupled with Energy Harvester [10]. The cost of production of a single node has been reduced to less than 1 dollar, paving the way for large scale deployments (millions of nodes per network) [16]. The inexpensive nature of such units is in stark contrast to older sensor devices [24].

It would seem that agent technology would be desirable for these highly distributed networks in terms of intelligent network management and data harvesting for example. Indeed this has been shown to be the case. Agents have been deployed previously on WSNs primarily to process the raw data in an intelligent fashion with a view to reducing transmissions - the single biggest factor in determining the longevity of the network [20], [22]. Other applications have used agents for the routing of packets around the network [1]. Agents have also been used in lighting control for intelligent energy conservation [26]. However, multi-agent systems for WSNs are scarce.

One reason for this is the difficulty in the deployment, testing and debugging of a distributed application for these
devices due to the minimal (if any) visual interfaces they possess. This is because one of the major issues in WSNs is the longevity of the network. A display, no matter how minimal requires power to run thus reducing the life of the battery. Interfaces are also generally not needed since a WSN operates in a data acquisition role or in some cases as part of a control system [19]. A node considered to have one of the richest displays consists of 3 LEDS allowing for only 8 program execution states to be displayed [16]. Thus debugging applications for these devices can prove tedious and time consuming. Adapters for some of the devices do exist to allow probing of the devices memory but these can be quite expensive. The lack of debugging facilities is compounded when considering distributed, complex agent interactions.

In order to address this issue some initial solutions involved the creation of middleware for the nodes of the network [12], [11], [18], which simplifies implementation for an individual node but does not aid in the debugging process as debugging must take place on the node as before. In this paper we will propose a methodology for the rapid development of a MAS for WSNs that allows for comprehensive testing and debugging, a luxury not available on current WSN device. It allows programmers to develop and comprehensively debug their applications using for example a desktop or laptop before deploying the agents to the WSN devices.

While numerous other methodologies exist for the fabrication of MASs, such as [32] and [6], none of them to date have focussed on the inherent difficulty in deploying agents for devices that have such minimal interfaces as WSN nodes. Furthermore current sensor network methodologies such as [23] for creating power aware applications and [2] for increasing sensor accuracy, are typified by being highly application specific with a focus on imbuing an application with a specific trait such as power awareness.

In the next section we present some background information on Wireless Sensor Networks, including their structure and operation. This leads us to our methodology, which is presented in section 3. We then present some of our methodological tool support in section 4 and finally we end with some of our conclusions in section 5.

2. Wireless Sensor Networks

The main components of a WSN are a base-station and sensor nodes. The sensor nodes can relay their sensed data either directly to the base station or through each other depending on the scale of the network. In turn the base station can send commands down to the nodes to, for example, increase their sampling frequency. In some networks, when the base station is tethered to an adequate power supply, a greater transmission range can be achieved. This gives rise to an asymmetry in the data acquisition and control protocols, where control commands are sent directly to the node but the data sent from the node to the base station is multi hopped. Of course multi hopping of the control commands from the base station can be used also.

Multi hopping, while useful in extending the reach or scale of a WSN does have its pitfalls. The cost of transmitting a packet can be greatly increased depending on the distance a node is away from the base station. Second, since nodes nearest the base station, i.e. 1 hop away, will not only have to send their data but also that of all other nodes greater than a single hop, there will be a greater demand placed on the power supply of these nodes. It means that, in general, a nodes lifespan is inversely proportional to the number of hops it is away from the base station. To alleviate this problem, multiple base stations can be used, with the nodes only transmitting data to their local station. A second solution creates a hierarchy of nodes with varying power and transmission capabilities. Higher power nodes act as gateways to the base station for the lower powered sensors.

There are also a number of other issues for practical applications using these devices. First is the issue of longevity. Networks of this type are usually battery powered and placed in regions that could prove hazardous for humans to revisit frequently for maintenance of the network. As such fault tolerance and power management have received considerable attention of late in the context of WSNs [14], [25]. Another area is that of the coverage of the network. How many nodes are required to adequately sense their environment [17]? In practice both monetary and spacial constraints prohibit a network deployment that is dense enough to meet all potential requirements of it. It will therefore be necessary, in some domains, to interpolate the values of the sensed medium at points between the sensor nodes [15], we will be returning to this important issue for our case study.

A fundamental issue for practical WSNs is that of sen-
When two nodes observe different values in their sensed data is that because they are seeing different events or because 1 (but perhaps both) of the sensors has malfunctioned. Of course calibration can be done prior to deployment, but if the malfunction causes its accuracy to degrade over time then a recalibration must occur on the fly after deployment. This is not a trivial problem, since the environment in which the motes are sensing usually cannot be controlled for the calibration to occur.

In some WSNs the nodes of the network can perform considerable processing tasks and can be reprogrammed on a per-application basis. This facilitates the examination of raw sensed data in an intelligent fashion with transmissions perhaps only containing summarized information rather than the raw data. Processing capabilities vary from platform to platform. We have chosen the Mica2 Mote [16], [7] for our experimentation since they currently have the highest specification of commercially available platforms. It has 4KB of RAM, 128KB of instruction memory and 512KB of flash memory for logging purposes. They are equipped with a suite of sensory modalities, heat, light, sound, barometric pressure and humidity. We have also augmented this basic sensor array with with a chemical sensor, which can detect the presence of acid in the air and a textile pressure sensor to measure compression and contortion of a fabric.

Figure 2. A Sample WSN Configuration. The dashed line represents a wireless connection from each of the 3 motes to the base station and the solid line is a physical wire connecting the base station to a computer.

Figure 2 depicts a typical configuration for a WSN. 3 motes attached to a laptop or desktop through a base station. Networks comprised of such sensor platforms are characterized by low computing capacity per individual platform, however the combined capacity of a large network may be substantial. The limit on individual sensor platform computing capacity is mainly due to the severe energy-usage constraints that current battery technologies impose [16]. Furthermore, because WSNs are often used in areas where a physical human presence is impractical or indeed undesirable, the systems are usually configured so that there is minimal usage of their computational and communication resources, limiting their abilities even more. Typically, the WSNs described in the literature may last years when power conservation methods are applied [16].

3. Why Intelligent Agents?

Many applications of WSNs will require data acquisition, processing of this data and finally some form of action, with this cycle continuing endlessly for the life of the network. An initial solution to this could be to perform the processing or deliberation at the base-station of the WSN, which is where each node could periodically relay its sensed data. There are a number of reasons why this approach is unsuitable. First is the delay between the time the values are sensed and the time the base station receives them. In a multi-hop scenario a value may have to make many hops before reaching its destination. This delay will mean that any action the base-station chooses to take may be based on information that are not representative of the current state of the environment.

Secondly the action commands issued from the base station to outlying nodes could potentially take an unacceptable amount of time to reach their target. In which case these commands may be undesired in the current situation and may be irreversible. The previous problem is therefore compounded in light of this and the overall delay between the detection of an event and the corresponding action could render this approach unusable. Consider a situation where some pollutant has been dumped in the environment and the nodes themselves have a chemical countermeasure to neutralize it. The lag between the detection and the decision to release the countermeasure could have allowed the pollution to spread to a far greater area.

A third, related, problem is the power consumption of the multiple hops. There is a rule of thumb for many WSNs that the transmission of 1 bit is roughly equivalent to the execution of 1000 instructions [16]. It is evident therefore, that not only should transmission over a large number of hops be used sparingly but that when it does occur only summary data and not the raw data should be used in the transmission.

On its own the intelligent processing of the raw data for the transmission of summary statistics would not require the use of agents. However, if the event identification and cor-
responding action is to be coordinated on a local level, in a neighborhood of the event for example, then distributed agents would be quite useful. In the previous pollution example a local negotiation process could ensue for the agents to best deploy their countermeasure once they detect that pollution has occurred. Certain factors like proximity to the center of the spill could influence the amount of countermeasure deployed. For this to happen the agents must first decide cooperatively where the center of the spill is located. This type of autonomic behavior is best coordinated on a local level and would address the third problem by only keeping transmission to a local level. In some cases no summary data need suffice, the base station could be informed of the detected event and the fact that it is currently being dealt with by the nodes.

When we discuss intelligent agents in the context of WSNs we currently refer to the weak notion of agency [31]. It is unclear, however, whether it is in fact possible to accommodate an intentional BDI style agent on a device as computationally challenged as a WSN node.

4. Methodology

Having detailed the utility in placing distributed, intelligent agents on WSNs we now turn our attention to the focus of this paper, a methodology for the deployment of such agents onto a WSN. The goal of this methodology is to take an application description and to implement it using agents to take advantage of the WSNs aggregated processing capabilities and to minimize transmissions through the intelligent local processing of the raw data. Our methodology consists of three phases which we will now describe in detail.

4.1. Centralized Base Station Implementation

Given the application that we wish to implement using agents, the first phase involves the implementation of a centralized version on the base station. The base station is usually a device where debugging is a simple enough task, such as a laptop or desktop. The purpose of this phase is to identify and solve the idiosyncracies of the problem. Thinking in terms of agents we can view this as having a single agent on the base station. This configuration is depicted in figure 3.

The sole base station agent receives the sensed data from the WSN. The WSN nodes in this instance are usually quite dumb in the sense that no intelligent processing takes place on them. According to some simple scheduling policy or in response to simple commands from the base station agent, the device simply polls its senses and then transmits this back to the base station. In most respects there is very little to go wrong on the node allowing the focus of attention to be primarily on the correctness of the algorithm.

4.2. Distributed Base Station Implementation

The second phase transforms this centralized solution into a distributed agent-based implementation again on the base station. Distributing an algorithm can prove difficult and so the maximum amount of debugging information is usually necessary at this point to ensure the correctness of the algorithm. Here we can make use of existing agent methodologies such as [32]. The key point to this phase, and to the entire methodology, is to have a mapping between the agents of the Multi-Agent System and the nodes in the final deployment. Numerous mappings exist, which are suitable for various different applications. We have identified 3 common mappings:

One-to-One In this case one agent on the base station maps directly to one of the nodes of the network. So if there are ten devices in the embedded network the there should be ten agents in the MAS. We can now view each node as a perceptor of an agent on the base station. At the start of each agents deliberation cycle the agent will perceive its node and deliberate accordingly.

Many-to-One For this mapping many agents map to an individual node. This is useful when, for example there may be one agent per sensory modality. Each agent will perceive its associated sense on a given node.

One-to-Many One agent on the base station may map to a neighborhood of many nodes. The agent will perceive...
the senses it is interested in, on the nodes in the neighborhood under its control. Inter-agent communication then conceptually corresponds to inter-neighborhood communication.

For our applications we use AgentFactory [5], [6] in this phase, which conveniently, like most other agent frameworks, has an associated methodology for creating a MAS comprising its agents.

Again in this phase the WSN nodes behave in the same simple manner as before, only now commands are received from its corresponding agent on the base station and its sensed value is reported to the same agent. We can see how this might be represented graphically in figure 4. The arrow lines here are important and the key to this process working. They represent the virtual link between the WSN node and its agent.

Figure 4. Phase 2 of methodology: Multi-Agent System on Base station implements algorithm in a distributed manner. Dashed lines represent wireless communication. Solid lines represent wired communication. Arrows represent virtual communication between WSN device and agent.

The future interaction of the agents on the nodes can now be modelled using the agents on the base station and debugged rigorously with ease. An important implication of this approach is that we are also able to model the physical communication of nodes over their radios. There is a practical limit to the transmission range of the WSN node so we can model the communication by only allowing an agent to interact with another agent if it is possible for their corresponding devices to communicate over their radios. When multi hopping is not used or is only permitted for a subset of the network, this proves quite useful.

4.3 Distributed Agent Implementation

For the final stage it is simply a matter of mapping the statements that govern the agents behavior, such as Commitment Rules [5], to the language of the target WSN device that will host the embedded agents. In our experience the first two phases are usually conducted on devices such as a laptop or desktop where debugging capabilities far exceed those on the embedded device. The result of this phase gives us a topology where the agents on the WSN distribute the load of executing an algorithm among themselves, which can allow for faster response time for complex algorithms and can reduce the number of transmissions in the network. The latter occurs because a packet that previously had to be multi-hopped to the base station could now be processed on a neighboring node or by the agent on the node itself. This can drastically increase the life span of a WSN as transmissions places the greatest drain on a WSN node’s battery [16].

Figure 5. Phase 3 of methodology: Verified agents are deployed to the WSN nodes.

The future interaction of the agents on the nodes can now be modelled using the agents on the base station and debugged rigorously with ease. An important implication of this approach is that we are also able to model the physical communication of nodes over their radios. There is a practical limit to the transmission range of the WSN node so we can model the communication by only allowing an agent to interact with another agent if it is possible for their corresponding devices to communicate over their radios. When multi hopping is not used or is only permitted for a subset of the network, this proves quite useful.

Figure 5 depicts the final phase of the methodology. At this point the distribution of the algorithm is complete. One final important point to note is that the implementation languages used for the different phases need not be the same. To further clarify this methodology and to evaluate its effectiveness we will now walk through the steps of creating an agent based interpolation mechanism for a WSN. Details of this can be found in [27] and [15].

5. Methodological Tool Support

In order to facilitate the usage of our methodology we have developed a number tools. We will detail three such tools: WSN data recorder/player, a sensor abstraction us-
ing the Observer design pattern and a wizard for the creation of a new program for the WSN node.

5.1. Logger and Player

One of the big challenges in science is to create reproducible experiments for verification by third parties. In the context of WSNs this is notoriously difficult. An experiment is usually run once and the results obtained. A description of the experiment is usually the only medium used to convey the experiment performed. We aim to go one step further and to log the data for replay later to similar experiments for comparison purposes or the same experiment for verification.

This fits in perfectly with the first and intermediate phases of the methodology. An experiment can be run and replayed many times, to a centralized solution and subsequently to the MAS on the base station, with different tweaks occurring in each to get a correct solution to the problem. With the transparent nature of the logger and player the initial solution and agents need never know their data is not live. In terms of the temporal aspect to some experiments, we log the time with each reading so we can maintain the delay experienced between readings from the live feed.

Two important extensions follow on from this when timing is not critical:

1. When the absolute value of the time between events need not be maintained a dramatic increase in the rate at which an experiment is performed can be achieved. In this instance the logger can maintain the relative time between triggering events i.e. say three consecutive events occur, the second occurring 1 second after the first and the third occurring 2 seconds after the second. This could be optimized to the 3 events only taking 3 (1 + 2) milliseconds to occur in the playback. We can then have a replayed experiment performed thousands of times in the duration it would have taken to run once in real time.

2. An even faster approach can be used when no temporal aspect is required. When this occurs events can be fired from the logger as fast as possible. This can lead to dramatic speed increases for performing experiments.

This tool has important consequences for our development methodology. The first and intermediate phases could now in fact be separated into two subphases each. Initially they could be developed using live data (which is also logged). Once a critical mass of data is reached, the development could switched to the replayed data for testing. It may seem at first that if this critical mass is reached during the first phase that no more live experiments need occur, however this may not be the case if a particular property of the distributed approach requires testing and which was not a concern in the initial phase.

5.2. Observable Network Abstraction

We can further simplify the development process by providing an abstraction to the sensor network. Using the Observer design pattern [13] we can create an array of sensor objects. This array can be observed by the centralized solution so that when a new transmission is received, we can use a user defined mapping to map this message to the required sensor object. We can then inform all dependents of this array that its state has been changed and they can react accordingly. This in effect reduces the coupling between the application and the physical network and means that the actual nodes could be replaced by a different type and the client code could remain the same.

This tool facilitates the intermediate phase as the agents can perceive their corresponding sensor object or the user could define a forwarding agent to inform an agent that a new transmission has been received from the node. In each case transmissions can occur by invoking a method on the sensor object of the corresponding sensor that is to be transmitted to.

5.3. New Project Wizard

When beginning a new project in TinyOS there are a number of files that must be created. Conveniently, there is a pattern to the file names and content of each file, which allows automation of this process to some extent by having the user enter simple values, such as the project name. The IDE will then automatically generate a shell of the application. There are usually three files in the beginning of an application - a Makefile, a top level wiring configuration and a module that implements the functionality of the configuration. To begin, the IDE first asks the user to enter the project name, then the directory in which to create the project. This is all it requires to generate the applications code. First it creates a project directory with the project name, in the directory specified by the user for the project. It then generates the files of the application in this directory.

Figure 6. Code generated by the New Project Wizard for the Makefile file.

The first file created is the Makefile file. The template code for this is given in figure 6. We substitute the actual
project name in place of the `<project-name>` placeholder then starting in the directory specified by the user the IDE checks the directory for a Makerules file. If not found it searches the parent of the current directory. It repeats this until it finds the file and each time it moves up a level in the file tree it concatenates an extra `/` onto the path for the Makerules file. It terminates when it has either found the required file or has reached the root of the file system.

```cpp
configuration <project-name> {  
    implementation {  
        components Main, <project-name>;  
        Main.StdControl -> <project-name>M.StdControl;  
    }  
}
```

**Figure 7. Code generated by the New Project Wizard for the Top Level Configuration file.**

The next file generated is given the name of the project and the extension `.nc` and is the top level configuration file for the application. It is responsible for wiring the components and modules of the application together. So a configuration or module that uses a particular interface must be wired to a component that provides the same interface if it is to be used in the application. Most applications require the use of the Main component and the StdControl interface to provide a point of entry for program execution. By convention the module for a particular configuration is placed in a file with the same name as the configuration but with a capital M after the name. It also has a `.nc` file extension. So in the template for the configuration file in figure 7 we see that Main.StdControl is wired into the StdControl of the applications module.

The final file produced is the module and its name is inserted into the `<project-name>` placeholder. Since this module implements the StdControl interface there must be implementations of the three commands defined in the interface. As previously stated this is defined in a file name `<project-name>M.nc` by convention. This completes the code generation and the user can begin by writing their commands into the StdControl.start command. It must be noted that this general structure does not hold for all TinyOS projects, instead it is applicable in the majority of new applications.

Another potential approach to facilitating the deployment of the agent based solution would be to equip the nodes in the network with the ability to receive a mobile agent. The individual agents could simply migrate to their respective nodes and the deployment would be complete.

```cpp
module <project-name>M {  
    provides {  
        interface StdControl;  
    }  
}  
implementation {  
    command result_t StdControl.init() {  
        return SUCCESS;  
    }  
    command result_t StdControl.start() {  
        return SUCCESS;  
    }  
    command result_t StdControl.stop() {  
        return SUCCESS;  
    }  
}
```

**Figure 8. Code generated by the New Project Wizard for the module file, which by convention is the implementation of a configuration.**

### 6. Conclusions

Other approaches to deploying correct distributed algorithms on embedded devices exist, but they tend to be more formal and mathematical. This can place a great burden on an implementor to learn such methods. The key to our approach lies in the one-to-one mapping of agents to nodes and while not as rigorous, allows for the rapid deployment of a distributed algorithm with confidence that it has been debugged to a high standard.

We have detailed our novel approach to the creation of a MAS for WSNs and shown that it can be used in the implementation of an important issue in Wireless Sensor Networks, namely spatial interpolation. Although the interpolation model used was simple and perhaps not the most accurate it served only to demonstrate the methodology in action and to validate its usefulness. Our methodology allowed for the verification of the correctness of the algorithm before deployment. Automation of this methodology is currently under investigation, in particular the final phase which could be solved by migrating the agents on the base station to their respective platforms.
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