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1 Introduction

Automated collaborative filtering (ACF) methods leverage the ratings-based profiles of users that are similar to some target user in order to proactively select relevant items, or predictively rate specific items, for the target user. Many of the advantages of ACF methods are derived from its content-free approach to recommendation; it is not necessary to rely on content-based descriptions of the recommendable items, predictively rate specific items, for the target user. Many of the rating that user between the shared ratings of only their ratings distribution across the population of raters. To during recommendation. For example, Resnick’s algorithm and the classical ACF prediction task is to predict the rating that user will give to item given that is currently empty. For example, Resnick’s well-known algorithm [Resnick et al., 1994] predicts based on t’s average rating, , and , the rating each rater gives to , relative to r’s average rating, , and weighted by , the correlation between the shared ratings of and .

\[
R_{t,i} = \bar{r} + \frac{\sum_{r \in R_i \cap R_t} (R_{r,i} - \bar{r}) \times C_{i,r}}{\sum_{r \in R_i \cap R_t} |C_{i,r}|} \tag{1}
\]

It is well known that the success of ACF depends broadly speaking, on the quality of the user profiles and on the coverage of the ratings space that they provide [Smyth et al., 2002; Rafter and Smyth, 2001a; Rafter et al., 2000a; 2000b; Herlocker et al., 1999; Breese et al., 1998; Konstan et al., 1997]. At the same time efficiency depends on the number of users that are taken into account during rating and the size of their individual profiles. For example, Resnick’s algorithm is \(O(rt)\) where \(r\) is the number of raters and \(t\) the average number of items that they have rated. In this paper we are interested in looking for ways to improve the efficiency of ACF without compromising the quality of recommendations. Our basic proposal is to find ways of reducing the number of items that need to be considered during recommendation. For example, Resnick’s algorithm above compares each rater profile to the target user by computing the correlation between all item ratings that these profiles share, which can often be a large number of ratings. By selecting a subset of shared ratings we can significantly improve the efficiency of this fundamental prediction step. However, naive item selection strategies are likely to result in significant reductions in recommendation accuracy and so more intelligent strategies, based on an understanding of the relative value of different items, are proposed.

2 Item Selection Strategies

2.1 Inverse Popularity

One approach to selecting useful items during ACF prediction is to look at how popular an item is among the rater population. The motivation here lies in the belief that relatively poorly distributed items among the population should be better predictors of a users preferences [Rafter and Smyth, 2001b]; if a user has looked at an unusual item this should tell us more about her preferences than an item that everyone is familiar with. For example in a movie recommender, most people will have seen movies like “The Lord of the Rings” or “Fight Club” and therefore most profiles will contain these movies, but all this really tells us is that these are popular movies. However if a user profile contains more unusual movies such as “Run Lola Run” or “Buffalo 66”, that most other profiles don’t contain, then we can tell more about that user’s individual taste for movies. Accordingly, our inverse popularity strategy weights the items in a profile according to the number of users in the population that have that item in their profile and selects those \(k\) items, shared between rater and target user, that have the highest inverse popularity score (Equation 2).

\[
InvPop(i) = 1 - \frac{|r_j \in R : r_j(i) \neq \emptyset|}{|R|} \tag{2}
\]

2.2 Deviation of Ratings

The deviation of ratings strategy is based on the principle that the more users tend to disagree about an item the more informative that item is about any given user’s particular preferences. For example, in a movie recommender most users will
give a movie like "The Shawshank Redemption" a high rating and so there is little to be gained by comparing users along this dimension. However, by the same token, there may tend to be a lot of disagreement about "Vanilla Sky", and knowing whether a user likes or dislikes this movie is likely to tell us a lot about this user.

One way to take account of the above idea is to weight items according to the standard deviation of their ratings across the user population. Items that have a high standard deviation in their ratings ($v_i$) (a lot of disagreement) get a high weight, and items with a lot of agreement (low standard deviation) get a low weight (Equation 3). Once again, using this strategy, we can prioritise the selection of the $k$ shared items.

$$DevRating(i) = StdDev(i) = \sqrt{\frac{\sum_{r_i \in R} (r_i - \bar{r})^2}{|R| - 1}} \quad (3)$$

3 Experimental Evaluation

An experimental evaluation has been carried out to evaluate how our inverse popularity and deviation of ratings selection strategies impact prediction quality. To do this we have implemented a version of Resnick’s ACF algorithm and modified it to select different sized subsets of shared items as the basis for prediction. Four different item selection strategies are reported:

- **All** selects all shared items as per the standard Resnick approach.
- **Random** selects a random subset of $k$ shared items.
- **Popularity** selects a subset of $k$ shared items according to the inverse popularity metric.
- **Deviation** selects a subset of $k$ shared items according to the deviation of ratings metric.

In turn we evaluated the above methods using a subset of the largest 2050 profiles (2000 as the user population, and 50 as the target users) from the EachMovie dataset, [McJones, 1997]. From each target user profile we selected 10 items at random (500 in total) for which to predict scores measuring the quality of the prediction as the average prediction error by computing the difference between the predicted rating and the actual rating in the standard way. In addition, we vary the value of $k$ from 5 to 100 to investigate the impact of different profile subset sizes.

The results are presented in Figure 1 as graphs of average prediction error versus $k$ for each of the 4 selection strategies (All, Random, Popularity, Deviation). The results for All are obviously a straight line as this strategy is unaffected by $k$ by design. The error for this strategy serves as an optimal benchmark against which to judge the other 3 techniques. In each case we find that the Popularity and Deviation techniques significantly outperform the naive Random selection approach. For example, at $k = 25$ the Random method presents with a prediction error of about 0.207 compared to errors of 0.185 and 0.186 for the Popularity and Deviation methods, and a minimum error of 0.183 for the All benchmark. A similar pattern is found for $k < 50$.

![](Figure 1: Average prediction error v.s. $k$)

It is interesting to note that for $k = 100$ the prediction accuracy of the various techniques is seen to converge, indicating that there is little difference in the selection benefits for item subsets of this size. However, the average overlap of the population is 116.75 meaning that at the $k = 100$ mark almost all overlapping items are being considered by any of the four strategies and therefore it is appropriate that the accuracy converges. In point of fact it is appropriate that item selection strategies work well at low values of $k$ for two reasons. First, it maximises the potential efficiency advantages. Secondly, most profiles tend to have relatively small numbers of ratings and so the shared ratings between two profiles is likely to be small; in EachMovie more than 90% of profiles have less than 100 ratings.

4 Conclusions and Future Work

We have described two item selection strategies for ACF (Deviation and Popularity) that reduce the set of items used when making predictions. We have discussed how these strategies improve the efficiency of ACF and our evaluation has shown that these improvements incur little compromise in the quality of prediction, when compared with the standard Resnick algorithm. The results also show that our strategies outperform the naive Random strategy and therefore are selecting a more intelligent subset of items. Efficiency in ACF is a well documented problem and we believe that item selection strategies such as those proposed in this paper are one of the keys to solving efficiency problems. In the future we look to investigating other similar item selection strategies (such as combining the Popularity and Deviation methods), based on a further understanding of the relative values of items.

The development of item selection strategies such as those we have described forms part of a larger research goal concerning the value of items in ACF. In any ACF prediction or recommendation task we can imagine three distinct beneficiaries. The first and most obvious beneficiary is the target user, the person for whom the prediction is being made. The second is the party making the recommendation - for example,
an online store whose desire it is to make recommendations to the target user and encourage them to purchase something. Finally the ACF system itself is also a potential beneficiary in the sense that with each prediction or recommendation made the system learns a new piece of information about the user. In such a situation where three distinct parties can potentially benefit from the outcome of the recommendation, there are clear trade-offs. For example, the online store may prefer to recommend expensive items over cheaper alternatives to customers and even weight items for recommendation not only according to their relevancy to the customer but also according to their price. Conversely, the user is unlikely to opt for such a recommendation strategy. The trade-off we are most interested in investigating is that of optimising recommendations for short-term benefit against optimising them for long-term benefit. The straightforward recommendation strategy is to select the item with the highest relevancy for the target user (i.e., the one she is most likely to like) for recommendation. This optimises recommendations on a short-term basis - the best option is selected for the current recommendation. However, if we were to weight recommendations not only based on the probability of the user liking them, but also based on the amount of knowledge the system is likely to gain with each recommendation we could potentially make better recommendations in the future.

Our research so far has shown that different items have different levels of knowledge gain. Relatively unpopular items, or those that tend to have a high deviation of ratings tell us more about the user and her preferences than an item that everyone has seen and liked. In the future we plan to look at the potential benefit of weighting items not only according to their relevance to the user, but also according to their associated knowledge gain, and investigating how such a strategy affects the quality of future predictions.
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