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Abstract—This paper considers the relationship between inequality and crime using data from urban counties. The behavior of property and violent crime are quite different. Inequality has no effect on property crime but a strong and robust impact on violent crime, with an elasticity above 0.5. By contrast, poverty and police activity have significant effects on property crime, but little on violent crime. Property crime is well explained by the economic theory of crime, while violent crime is better explained by strain and social disorganization theories.

I. Introduction

Among industrialized economies, the United States enjoys two unenviable distinctions: high inequality and high rates of crime, particularly of violent crime. This paper examines whether these two factors—inequality and crime—are linked.

That inequality increases crime rates is a prediction of the three most influential ecological theories of crime: Becker’s (1968) economic theory of crime, Merton’s (1938) strain theory, and the social disorganization theory of Shaw and McKay (1942). Ecological theories seek to explain variations in crime rates through the differing incentives, pressures, and deterrents that individuals face in different environments.

In the economic theory of crime, areas of high inequality place poor individuals who have low returns from market activity next to high-income individuals who have goods worth taking, thereby increasing the returns to time allocated to criminal activity. Strain theory argues that, when faced with the relative success of others around them, unsuccessful individuals feel frustration at their situation. The greater the inequality, the higher this strain and the greater the inducement for low-status individuals to commit crime. Social disorganization theory argues that crime occurs when the mechanisms of social control are weakened. Factors that weaken a community’s ability to regulate its members are poverty, racial heterogeneity, residential mobility, and family instability. In this case, inequality is associated with crime because it is linked to poverty: areas with high inequality tend to have high poverty rates.

We use data for all metropolitan counties in 1991 to examine the link between crime and inequality. To distinguish the effects of inequality from those of poverty, we include several measures of deprivation—unemployment and poverty rates, percentage of nonwhite population, and percentage of female-headed families—in our crime regressions. Police expenditure per capita is used as a measure of the deterrent effect of police activity.

We find very different patterns of behavior between property and violent crime. Both types of crime are positively influenced by the percentage of female-headed families and by population turnover, and negatively related to the percentage of population aged 16–24. However, although property crime is largely unaffected by inequality but significantly influenced by poverty and police activity; violent crime is little affected by poverty and police activity but strongly aggravated by inequality, with an elasticity in excess of 0.5. The differing effects of inequality on property and violent crime are extremely robust, with similar patterns of significance obtained whether inequality is measured using income or education, and regardless of the combination of other explanatory variables used.

In summary, then, the pattern of property crime is in line with the predictions of the economic theory of crime. However, when it comes to explaining violent crime, the role of inequality and race are in keeping with strain theory, while the significance of weak family and community ties support social disorganization theory.

The rest of the paper is as follows. Section II outlines the theories that link inequality and crime, and discusses previous empirical studies. The econometric specification of equation to be tested is given in section III. Section IV discusses the data used, and the regression results are presented in sections V and VI.

II. Inequality and Crime

The link between inequality and crime is stressed by the three main ecological theories of crime: Becker’s economic theory of crime; the social disorganization theory of Shaw and McKay, and Merton’s strain theory.

In the economic theory of crime—originating with Becker (1968) and developed by Ehrlich (1973), Block and Heineke (1975), and others—individuals allocate time between market and criminal activity by comparing the expected return from each, and taking account of the likelihood and severity of punishment. In these models, inequality leads to crime by placing low-income individuals who have low returns from market activity in proximity to high-income individuals who have things that are worth taking. A formal model of inequality and property crime in which individuals choose between legitimate and criminal activity can be found in Chiu and Madden (1998).

Following the emphasis in the theoretical literature, most empirical tests of the economic theory of crime have been concerned with the deterrent effects of the criminal justice system—in particular by how increased police activity and imprisonment rates reduce crime, and whether this reduction is due to deterrence or incapacitation.1 Several studies have
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considered the effect on crime of inequality, albeit indirectly through the effect of low earnings on criminal activity. The pioneering study of Ehrlich (1973) uses the fraction of the population in an area earning less than half the median income as a proxy for inequality; Freeman (1983) examines the effect of unemployment on crime; and Groff (1997), Machin and Meghir (1999), Myers (1983), Viscusi (1986), Witte (1980), and Witte and Tauchen (1994) examine the impact of earnings on criminal participation.

In contrast to the economics of crime literature, which focuses on the deterrent effects of the formal criminal justice system, social disorganization theory considers factors that diminish the effectiveness of informal social controls. Shaw and McKay (1942) and Kornhauser (1978) identified poverty, ethnic heterogeneity, and residential mobility as the three factors that weaken networks of social control and undermine the ability and willingness of communities to exercise informal control over their members. Sampson (1987) has added family stability to this list. For social disorganization theory, inequality causes crime indirectly by being associated with poverty.

In Merton’s (1938) strain theory, individuals low in the social structure are frustrated by their failure to attain the material attributes of success, and this failure is more galling when they are confronted by the success of those around them. Unsuccessful individuals become alienated from society and commit crime in response. Individual alienation can arise from income inequality, or from belonging to a racial minority.

The predictions of strain and social disorganization theories have been subject to extensive but inconclusive empirical testing in the sociological literature. The influential study of Blau and Blau (1982) found a strong relationship between measured income inequality and homicide rates in large metropolitan areas in 1970. However, as the extensive survey of Land, McCall, and Cohen (1990) shows, later empirical results have been mixed, with strong collinearity between inequality and poverty, race, unemployment, and other measures of deprivation making it hard to separate the effects of inequality on crime from those of poverty.

In summary, the three ecological theories of crime are better seen as complements than substitutes, each focusing on a different facet of the relationship between crime and inequality. Social disorganization theory considers informal social deterents to crime; strain theory focuses on pressures to commit violent crime; and the economic theory of crime, although formally able to encompass the other two theories, is concerned primarily with the incentives to commit property crime, and the deterrent effect of the formal criminal justice system.

A. Econometric Specification

Suppose that the total population of the region is $N$. Each individual comes across other people who are unknown to him or their property at an exponential rate $\delta$ that is an increasing function of population density $d$. Density has two roles in causing crime: It increases the supply of potential victims who do not know the criminal (as in Glaeser and Sacerdote (1996)), and it reduces the chance of being caught.

At any one time, a fraction $\chi$ of the population is predisposed to commit crime if a suitable opportunity arises. These individuals may be optimally allocating time to illegitimate activities given their possible returns from all activities as in Block and Heineke (1975), or may commit crime in an impulsive and unplanned manner, as argued by Gottfredson and Hirschi (1990) and Witte and Tauchen (1994). This fraction $\chi$ of potential malefactors is a function of inequality $\lambda$ and the factors considered above: poverty, race, family instability, and residential mobility. These factors will be denoted by $x$. Situations in which an individual who is predisposed to commit crime meets with other people or their property therefore occur at exponential rate $\chi \delta N$.

Not all opportunities to commit crime are taken, however. A certain fraction $(1 - \pi)$ are judged too risky, because the probability of immediate or subsequent arrest and punishment is felt to be high. A fraction $\pi$ of encounters with potential criminals result in crime, where $\pi$ is diminishing in police activity $\rho$, and possibly in other factors such as community stability, in which individuals who see crimes committed against neighbors inform the police.

As a result, the number of crimes $y$ occurring in an area is a Poisson process with expected value

$$\lambda = \pi \chi \delta N.$$  \hfill (1)

To estimate the model, it will be assumed that there is a log-linear relationship between $\pi$, $\chi$, $\delta$ and their determinants. It follows that

$$\log(\lambda) = \log(N) + \beta_0 \log(d) + \beta_1 \log(I) + \beta_2 \cdot \log(x) - \beta_3 \log(\rho).$$  \hfill (2)

In order to estimate this count model it is necessary to identify the variables $x$ and $\rho$.

III. Data

This section outlines the data on crime, inequality, police activity and other variables used in estimating the above regression.

A. Crime

Our crime data are taken from the 1991 FBI Uniform Crime Reports, which comprise violent crimes and property crimes. Violent crime consists of murder and non-negligent homicide, forcible rape, robbery, and aggravated assault. Crime against property consists of burglary, larceny, and auto theft. These data are well known to suffer from
under-reporting bias, and, although they will be left-side variables in what follows, it is likely that this bias will be correlated with some of the explanatory variables, particularly those concerning poverty, education, race, and intensity of police activity.

B. Inequality

To measure income inequality, this paper uses a simple approach that is intuitive and easily implementable: the ratio of mean to median household income. Assuming income to be approximately log-normally distributed \( Y \sim N(\mu, \sigma^2) \), mean income is then equal to \( \exp(\mu + \frac{1}{2}\sigma^2) \), while median income equals \( \exp(\mu) \).\(^2\) The log ratio of mean to median income is \( \frac{1}{2}\sigma^2 \), allowing us to calculate a Gini coefficient (Shimizu & Crow, 1988):

\[
I = 2\Phi\left(\frac{\sigma^2}{\sqrt{2}}\right) - 1, \tag{3}
\]

where \( \Phi \) is the normal distribution.

To distinguish the impact of inequality on crime from that of poverty, it is useful to have a measure of inequality that is derived independently of income. Such a measure is given by inequality in human capital. For each district, we have the fraction of adults with fewer than 12 years of education, where \( t_y \) is 12 or 16. Assuming the distribution of years of education to be approximately log-normal, \( \log(E) \sim N(\eta, \sigma^2) \), we have the linear relationship

\[
\log(t_y) = \eta + \sigma r_y, \tag{4}
\]

where \( r_y \) satisfies the equation \( q = \Phi(r_y) \). Given \( \sigma \), we can estimate a Gini coefficient for years of education from equation (3). If the assumption of log-normality is violated for either income or education, the estimated statistic will not be an exact Gini coefficient, but is still a measure of inequality.

C. Other Covariates

Although income inequality is our main concern in this paper, it is necessary to control for factors stressed by ecological theories of crime: police activity, poverty, unemployment, family structure, race, population turnover, and age composition.

The difficulty in assessing the deterrent effect of police expenditure on crime is that police activity is endogenous: areas with high crime rates have high rates of police expenditure. As a consequence, studies that ignore endogeneity find that police activity and severity of punishment have no demonstrable impact on crime (cf Cameron, 1988), while studies such as Ehrlich (1973) that use instruments find a considerable negative impact. Levitt (1997) uses the ingenious instrument of electoral cycles in police recruitment as an instrument and finds an elasticity of crime with respect to police numbers of up to \(-1\).

Poverty is usually measured by the percentage of the population below the poverty line. Most people in poverty, however, are children, single mothers, or old people—groups with limited means to resort to crime in response to their situation. We therefore measure the poverty rate after subtracting single mothers and people under 18 or over 65. Similarly, unemployment is measured as the percentage of the civilian, male labor force that is unemployed. Using total poverty and unemployment rates gave practically identical results.

Race is a predictor of crime either through the low economic success of black males (Grogger, 1997) or the social isolation and feelings of hopelessness in black communities (Massey & Denton, 1993; Sampson & Wilson, 1995). Race is measured by the percentage of the population that is nonwhite.

High residential mobility reduces the cohesion of communities and results in lower social control. As well as increasing the number of people willing to commit crimes, it makes crime easier through increased anonymity, and less willingness among people to intervene when they see a crime being committed against a neighbor’s property or person. Mobility is measured as the fraction of the population over age 15 who lived in a different place five years ago.

Family instability is measured by the percentage of families headed by a single female. Liberal criminologists (such as Currie (1985)) see the link from family instability to crime in the emotional disturbances suffered by children during family break-up, and the increased risk of poverty in female-headed households. The character-forming role of families is emphasized by conservatives (such as Gottfredson & Hirschi (1990)) who associate weak family structure with lack of self-control in children, leading to criminal behavior.

The last two variables used are the percentage of adults over age 25 with four or more years of college education, and the percentage of the population aged 16 to 24. College education reflects both increased economic opportunity and greater socialization, while the age variable captures the segment of the population that is most predisposed to commit crime (Cohen & Land, 1987).

D. Summary Statistics

We examine the impact of inequality on crime using urban counties as the unit of analysis. Although there are 829 metropolitan counties in the contiguous 48 states, 70% of the urban population and 80% of violent and property crime are accounted for by the largest 200. We therefore list results for

\(^2\) A priori reasons for income to be log-normal are developed in Brown and Sanders (1981). Empirically, the log-normal distribution appears to be a reasonable fit to the income distribution, outside the extreme tails (Lawrence, 1988).
TABLE 1.—SUMMARY STATISTICS FOR CRIME RATES, PER THOUSAND POPULATION, AND EXPLANATORY VARIABLES

<table>
<thead>
<tr>
<th></th>
<th>All Counties</th>
<th>Largest 200</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Violent</td>
<td>4.69</td>
<td>4.31</td>
</tr>
<tr>
<td>Property</td>
<td>40.32</td>
<td>22.94</td>
</tr>
<tr>
<td>Assault</td>
<td>3.1</td>
<td>2.74</td>
</tr>
<tr>
<td>Robbery</td>
<td>1.1</td>
<td>1.74</td>
</tr>
<tr>
<td>Murder</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>Rape</td>
<td>0.33</td>
<td>0.26</td>
</tr>
<tr>
<td>Burglary</td>
<td>10.03</td>
<td>6.23</td>
</tr>
<tr>
<td>Larceny</td>
<td>26.91</td>
<td>15.18</td>
</tr>
<tr>
<td>Auto</td>
<td>3.38</td>
<td>3.7</td>
</tr>
<tr>
<td>Population</td>
<td>228.87</td>
<td>465.65</td>
</tr>
<tr>
<td>Density</td>
<td>541.12</td>
<td>1255.88</td>
</tr>
<tr>
<td>Income Gini</td>
<td>34.94</td>
<td>5.11</td>
</tr>
<tr>
<td>Education Gini</td>
<td>28.28</td>
<td>3.15</td>
</tr>
<tr>
<td>Female Head</td>
<td>14.14</td>
<td>4.64</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>13.81</td>
<td>12.74</td>
</tr>
<tr>
<td>Unemployed</td>
<td>5.86</td>
<td>2.07</td>
</tr>
<tr>
<td>Poverty</td>
<td>8.1</td>
<td>3.97</td>
</tr>
<tr>
<td>Movers</td>
<td>46.4</td>
<td>8.27</td>
</tr>
<tr>
<td>Young</td>
<td>13.54</td>
<td>3.38</td>
</tr>
<tr>
<td>College</td>
<td>18.15</td>
<td>8.13</td>
</tr>
<tr>
<td>Police</td>
<td>61.21</td>
<td>33.38</td>
</tr>
</tbody>
</table>

Inequality and crime are strongly correlated. Percentage of female-headed families and percentage nonwhite are strongly correlated, as are rates of poverty and unemployment.

IV. Regression Results: Exogenous Police Activity

This section reports results for the count model (1) and (2). In looking at the factors that determine crime rates, we will assume here that police expenditure is determined independently of crime rates. As section V will show, allowing police expenditure to be endogenous does not alter the results obtained materially.

Table 3 gives results of a Poisson regression of violent and property crime on income and educational inequality for all urban counties and the largest 200. To allow for possible overdispersion, standard errors are computed by a quasi-likelihood procedure (Davidson & Hinkley, 1977). The residual deviance term is twice the difference between the maximum log-likelihood and the log-likelihood obtained using all explanatory variables; the null deviance is twice the difference between the maximum log-likelihood and the log-likelihood obtained using only an intercept term (Cowen & Trivedi, 1998). Coming from Poisson regressions with log explanatory variables, the estimated coefficients are immediately interpretable as elasticities.

What is most striking about table 3 is the very different behavior of violent and property crime. Both types of crime are significantly influenced by the proportion of female-headed families (with an elasticity of 1.6 for violent crime and 0.7 for property crime), population mobility (with elasticities of 1.6 and 1.3 for violent and property crime), and proportion of young people (with an elasticity of −1 for both categories). Violent crime is little affected by police activity or poverty but strongly affected by inequality, measured either by income or education, with estimated elasticities above unity. By contrast, inequality has little impact on property crime, which, as Machin and Megrif (1999) find for British data, is significantly aggravated by

TABLE 2.—CORRELATIONS AMONG VARIABLES

<table>
<thead>
<tr>
<th></th>
<th>Violent Rate</th>
<th>Property Rate</th>
<th>Population Density</th>
<th>Income Gini</th>
<th>Education Gini</th>
<th>Female Head</th>
<th>Nonwhite</th>
<th>Unemployed</th>
<th>Poverty</th>
<th>Movers</th>
<th>Young</th>
<th>College</th>
<th>Police</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violent</td>
<td>1</td>
<td>0.8</td>
<td>0.3</td>
<td>0.25</td>
<td>0.46</td>
<td>0.27</td>
<td>0.71</td>
<td>0.74</td>
<td>0.42</td>
<td>0.56</td>
<td>0.2</td>
<td>0.19</td>
<td>0.05</td>
</tr>
<tr>
<td>Property</td>
<td>0.83</td>
<td>1</td>
<td>0.17</td>
<td>0.1</td>
<td>0.46</td>
<td>0.24</td>
<td>0.25</td>
<td>0.25</td>
<td>0.42</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>Population</td>
<td>0.49</td>
<td>0.43</td>
<td>0.33</td>
<td>0.23</td>
<td>0.46</td>
<td>0.36</td>
<td>0.45</td>
<td>0.39</td>
<td>0.47</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>Density</td>
<td>0.41</td>
<td>0.35</td>
<td>0.67</td>
<td>0.15</td>
<td>0.15</td>
<td>0.4</td>
<td>0.42</td>
<td>0.32</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Income Gini</td>
<td>0.33</td>
<td>0.21</td>
<td>0.28</td>
<td>0.14</td>
<td>0.55</td>
<td>0.55</td>
<td>0.47</td>
<td>0.49</td>
<td>0.32</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>Educational Gini</td>
<td>0.27</td>
<td>0.16</td>
<td>0.09</td>
<td>0.27</td>
<td>0.43</td>
<td>0.37</td>
<td>0.47</td>
<td>0.13</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Female head</td>
<td>0.57</td>
<td>0.35</td>
<td>0.38</td>
<td>0.46</td>
<td>0.45</td>
<td>0.73</td>
<td>0.66</td>
<td>0.66</td>
<td>0.12</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>0.61</td>
<td>0.43</td>
<td>0.36</td>
<td>0.33</td>
<td>0.39</td>
<td>0.66</td>
<td>0.35</td>
<td>0.45</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.22</td>
<td>0.08</td>
<td>0.15</td>
<td>0.03</td>
<td>0.35</td>
<td>0.46</td>
<td>0.11</td>
<td>0.02</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Poverty</td>
<td>0.23</td>
<td>0.07</td>
<td>0.05</td>
<td>0.23</td>
<td>0.53</td>
<td>0.48</td>
<td>0.25</td>
<td>0.66</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>Movers</td>
<td>0.28</td>
<td>0.33</td>
<td>0.25</td>
<td>0.13</td>
<td>0.19</td>
<td>0.32</td>
<td>0.21</td>
<td>0.12</td>
<td>0.35</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>Young</td>
<td>0.13</td>
<td>0.14</td>
<td>0.11</td>
<td>0.13</td>
<td>0.3</td>
<td>0.27</td>
<td>0.25</td>
<td>0.3</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>College</td>
<td>0.22</td>
<td>0.31</td>
<td>0.51</td>
<td>0.51</td>
<td>0.21</td>
<td>0.24</td>
<td>0.34</td>
<td>0.3</td>
<td>0.32</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Police</td>
<td>0.45</td>
<td>0.43</td>
<td>0.57</td>
<td>0.54</td>
<td>0.27</td>
<td>0.47</td>
<td>0.48</td>
<td>0.11</td>
<td>0.03</td>
<td>0.24</td>
<td>0.24</td>
<td>0.44</td>
<td>1</td>
</tr>
</tbody>
</table>

All variables in logs. Entries below diagonal are for all counties, entries above are for largest 200.
poverty with an elasticity of 0.3 and moderately deterred by police expenditure with an elasticity around −0.1.4

Given the tendency of households to segregate themselves by income and for crimes to be committed locally, it is notable in table 3 that the largest urban counties show the same impact of inequality on violent crime as the entire sample which is dominated by relatively small counties. In counties with large populations, high-income households are less likely to live near low-income ones, but inequality still induces violent crime. As a result, urban flight by high-income households will reduce their exposure to crime but, to the extent that they are still observed driving nice cars and shopping in expensive stores by poorer individuals, their absence will not lessen the strains that lead to violent crime.5

A. Robustness

Given the fairly large correlations shown in table 2 between poverty, female-headed households, and income inequality, it is natural to ask how robust is this result that inequality strongly affects violent crime but not property crime. Although the similar pattern generated by educational inequality can increase our confidence in the validity of the finding, we must ensure that the result is not the consequence of a fortuitous combination of explanatory variables. To test robustness, we ran regressions that, from equation (2), always included population, density, and police expenditure, and looked at how the estimated coefficient of inequality changed as all 127 combinations of the remaining seven explanatory variables were used. As table 4 shows, the result is extremely robust. Income inequality is a large and significant predictor of violent crime in every regression. Educational inequality is significant less often. However, in
inequality and crime

regressions that include percentage of female-headed families—the most important single predictor of violent crime—it is always significant. By contrast, the effect of inequality on property crime varies widely depending on the choice of other explanatory variables.

An additional test of robustness was to run the model on data for the same counties ten years earlier. The results, not reported here, are almost identical to those reported in table 3: poverty had a strong impact on property crime, while the elasticity of violent crime with respect to inequality was above unity. Data for 1981 and 1991 were also combined into a longitudinal model in which the coefficients of a fixed-effects Poisson model are estimated by a simple logit procedure (Cameron & Trivedi, 1998, Section 9.3.1). However, the lack of variability in the explanatory variables between the two periods resulted in large standard errors, with population being the only significant variable in the longitudinal regressions.

As a final test of robustness, we examined the effect on the reported results of omitting counties with unusually high or low rates of reported crime. In no case did the results obtained change significantly.

B. Categories of Crime

Table 5 gives a breakdown of crime into individual categories for the largest 200 counties. The results for all urban counties are practically identical. The high elasticity of violent crime with respect to inequality is generated by the strong impact of inequality on assault and robbery. It is not possible to find a significant effect on murder, due perhaps to the relative rarity of that crime, while the effect on rape is of the wrong sign. Although the elasticities of burglary and car theft are reasonably large, inequality has no significant effect on the components of property crime.

Property crime increases proportionately with population (and violent crime more than proportionately), while density has little effect on crime. Race, measured by the percentage of the population that is nonwhite, has a significant effect on murder, rape, and car theft. Percentage of female-headed households affects all categories of crime but is particularly strong for violent crime, and poverty affects the two smallest categories of violent crime (rape and murder) but has a significant impact on property crime, particularly burglary and larceny. Except for car theft, unemployment either has an insignificant effect or reduces crime, reflecting the presence of other measures of deprivation. Population turnover is one of the strongest predictors of crime, with an elasticity around unity for all categories of crime, while a large population of young people actually reduces crime substantially. The percentage of college educated adults is negatively related to violent crime but unrelated to property crime. Police activity has a strong deterrent effect on property crime, particularly burglary and larceny, with an elasticity of approximately −0.2, but little impact on violent crime.

How well do the three ecological theories of crime match these results? Viewed as a theory of property crime, the economic theory of crime works well: poverty leads to crime and police activity deters it. However, the economic theory of crime is uncomfortable with violent crime: why should

<table>
<thead>
<tr>
<th>Table 5.—Determinants of Crime by Category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Population</td>
</tr>
<tr>
<td>Density</td>
</tr>
<tr>
<td>Income Gini</td>
</tr>
<tr>
<td>Female head</td>
</tr>
<tr>
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<tr>
<td>Unemployed</td>
</tr>
<tr>
<td>Poverty</td>
</tr>
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<td>Movers</td>
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<td>Young</td>
</tr>
<tr>
<td>College</td>
</tr>
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<td>Null dev.</td>
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<td>Resid. dev.</td>
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</table>

Logistic regression results for larger 200 counties. Standard errors are in parentheses. All explanatory variables are in log. Deviances multiplied by 10⁻⁶.
individuals hurt others for no financial return unless they have some taste for violence whose origin the theory does not explain?

The role of inequality, both in income and race, in causing violent crime is in keeping with strain theory, and the importance of weak family and community ties—measured by female-headed households and population turnover—supports social disorganization theory. In summary, then, although no individual ecological theory of crime does a particularly good job of explaining all crime, between them the theories explain most of the variation in crime across different areas.

V. Regression Results: Endogenous Police Activity

The possible endogeneity of police activity leads us to use a GMM procedure to test the validity of the results reported in the previous section. Let $y$ denote the count of crimes, $X$ denote the right-hand variables in equation (2), $Z$ be the set of instruments, and $\lambda = \exp(X\beta)$ be the expected number of crimes. The efficient two-step GMM estimator $\hat{\beta}$ is found by minimization of

$$
(y - \lambda)'Z'(Z'\Omega Z)^{-1}Z'(y - \lambda),
$$

where $Z'\Omega Z = \sum_{i}(y_i - \bar{y}_i)z_i'z_i'$ and $\lambda$ is the first-round IV estimate of $\lambda$ (Windmeijer & Santos Silva, 1997; Mullaly, 1998). The limiting distribution of $\sqrt{N}(\hat{\beta} - \beta)$ is asymptotically normal with expectation zero and variance equal to the limit of $(N^{-1}(X'\Lambda X)^{-1}(Z'\Omega X))^{-1}$, where $\Lambda$ is a matrix with diagonal $\lambda$.

For the potentially endogenous explanatory variable (police activity), we consider three possible instruments. The first is per capita income, because high-income areas can afford to spend more on police protection. The second is the share of non-police expenditure by local government in total county income, on the grounds that lavish spending districts will spend more on their police forces regardless of crime rates. The last potential instrument is the percentage of voters that voted against the Democrat candidate in the 1988 presidential election, because conservative voters should be inclined to support higher levels of police expenditure.

For the coefficient estimates $\hat{\beta}$ to be meaningful requires two things of the instruments $Z$. First, the instruments used must be orthogonal to the regression errors; secondly, the instruments must have reasonable explanatory power for the explanatory variables $X$. The orthogonality of the instruments and residuals is measured by Hansen's $J$ test of overidentifying restrictions (Davidson & MacKinnon, 1993). If some variable used as an instrument should really be included as an explanatory variable, this statistic will be significant.

The importance of the instruments having explanatory power for the variable of interest has been highlighted by Bound, Jaeger, and Baker (1995). The endogenous explanatory variable of interest here, police activity, itself depends on another endogenous variable, crime rates. We therefore use a GMM procedure to estimate police activity, and use the Newey-West (1987) $D$ statistic for exclusion restrictions to measure the joint significance of the potential instruments.

Results for a linear model of police expenditure per crime are reported in Table 6. Explanatory variables used were population, density, income inequality, movers, young, college, and the total crime rate, as well as the three variables of interest: income, expenditure share, and non-Democrat. For total crime rate, the instruments used were female head, nonwhite, unemployed, and poverty.

The insignificant $J$ statistic indicates that these instruments are correctly omitted as explanatory variables, and the highly insignificant $D$ statistic indicates that they have strong explanatory power for crime rates. A Hausman statistic is estimated from an artificial regression of residuals from a regression excluding the endogenous variable onto the predicted value of that variable from its instruments (Davidson & MacKinnon, 1993). It indicates that any endogeneity in crime rates does not have a substantial impact on estimated coefficients for the largest 200, but a significant effect for all counties. All three potential instruments are significant, although non-Democrat voters is marginal for the largest counties, and together they have strong explanatory power for police expenditure: the $p$ value of their joint exclusion is below 0.0001 for both samples, and a regression of police expenditure on the three variables has an $R^2$ of 0.49 and 0.54 for all counties and the largest 200, respectively.

Having established that our instruments are reasonable ones for police activity, we report regression results for violent and property crimes in Table 7, for all urban counties and for the largest 200. Using the first-stage, nonlinear instrumental-variables estimates gave practically identical results to GMM. The reported results use percentage non-

<table>
<thead>
<tr>
<th>Table 6.—Determinants of Police Expenditure Per Capita</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
</tr>
<tr>
<td>All counties</td>
</tr>
<tr>
<td>Largest 200</td>
</tr>
</tbody>
</table>

Democratic voters and spending share as instruments: using any two or three of the candidate instruments gave similar results. The estimated $J$ statistics show that the instruments are orthogonal to the regression residuals for violent crime, but not for property crime where both income and expenditure share appear to have explanatory power for crime. In all cases except property crime in the total county group, the $H$ statistic shows little difference in coefficient estimates due to endogeneity, and this can be seen by comparing the results with those for the exogenous case in table 3: inequality has a strong effect on violent crime (the estimated elasticities are approximately halved, however) but not on property crime, although the effect of police activity on violent crime has edged closer to significance.

Figure 1 plots the actual rates of violent and property crime in the largest 200 counties against their estimated values from table 7. It is evident that the regression gives a close fit to the data in both cases.

VI. Conclusions

In assessing the social costs of inequality, the economics literature has tended to consider its long-run costs: lower economic growth (Persson & Tabellini, 1994) and reduced human capital formation (Bénabou, 1996; Durlauf, 1996; Kremer, 1997). This paper investigated a much more immediate cost of inequality: its impact on crime.

It showed that for violent crime the impact of inequality is large, even after controlling for the effects of poverty, race, and family composition. Although most crimes are committed by the most disadvantaged members of society, these individuals face greater pressure and incentives to commit crime in areas of high inequality.

This paper took a first step in investigating the link between crime and inequality, finding that it was not possible to reject the hypothesis that inequality causes violent crime for one data set. The natural extension of this work is to test the model, both in cross section and longitudinally, on a wider range of data, such as U.S. cities or British police-force areas. Given the relatively large geographical units analyzed here, it would be particularly interesting to examine neighborhood data to see if local inequality translates into increased levels of property crime.

* The public health literature has considered the link between inequality and mortality rates. See, for instance, Kaplan et al. (1996).
THE REVIEW OF ECONOMICS AND STATISTICS

REFERENCES


Bénabou, Roland, "Heterogeneity, Stratification, and Growth: Macroeconomic Implications of Community Structure and School Finance."


Block, Michael, and John Heineke, "A Labor Theoretical Analysis of Criminal Choice.


Brown, Gavin, and J. S. Sanders, "Lognormal Genesis.

Cameron, A. Colin, and Pravin K. Trivedi, "Regression Analysis of Count Data: An Econometric Approach."

Camerer, Colin F., and Paul Madden, "Bargaining and Income Inequality.


Davison, A. C., and D. V. Hinkley, Bootstrap Methods and Their Application (Cambridge: Cambridge University Press, 1997).


—, "Why Do So Many Young American Men Commit Crimes and What Might We Do About It?"

Glaeser, Edward L., and Bruce Sacerdote, "Why Is There More Crime in Cities?"


Grogger, Jeffrey, "Certainty versus Severity of Punishment."

—, "Market Wages and Youth Crime.


Kremer, Michael, "How Much Does Sorting Increase Inequality?"

Land, Kenneth C., Patricia L. McCall, and Lawrence E. Cohen, "Structural Covariates of Homicide Rates: Are There Any Invariances across Time and Social Space?"
American Journal of Sociology 95 (1990), 922–963.

Lawrence, Raymond J., "Applications in Economics and Business."

Levitt, Steven D., "Why Do Increased Arrest Rates Appear to Reduce Crime: Deterrence, Incapacitation, or Measurement Error?"


—, "Using Electoral Cycles in Police Hiring to Estimate the Effect of Police on Crime.

Machin, Stephen, and Costas Meghir, "Crime and Economic Incentives.
" University College London working paper (1999).


Merton, Robert, "Social Structure and Anomie.
American Sociological Review 3 (1938), 672–682.

Mullaly, J., "Instrumental Variables Estimation of Poisson Regression Models, Applications to Models of Cigarette Smoking Behavior,
this review 79-4 (November, 1997), 586–593.


Persson, Torsten, and Guido Tabellini, "Is Inequality Harmful for Growth?"

Sampson, Robert J., "Communities and Crime.


Tauchen, Helen, Anne Dryden Witte, and Harriet Griesinger, "Crimal Deterrence: Revisiting the Issue with a Birth Cohort."
this review 76 (1994), 399–412.


### Table A.1—Definition of Explanatory Variables and Instruments

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Explanatory Variables</strong></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>County population in 1,000s.</td>
</tr>
<tr>
<td>Density</td>
<td>Population per square mile, 1990.</td>
</tr>
<tr>
<td>Income Gini</td>
<td>Gini coefficient calculated from ratio of mean to median household income, 1989.</td>
</tr>
<tr>
<td>Educational Gini</td>
<td>Gini coefficient calculated from percentages of population aged 25 years and over with twelve or fewer, or sixteen or more, years of education, 1990.</td>
</tr>
<tr>
<td>Female head</td>
<td>Percentage of families with female head, no spouse present, 1990.</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>Percentage of population that is nonwhite, 1990.</td>
</tr>
<tr>
<td>Unemployed</td>
<td>Percentage of male labor force that is unemployed, 1990.</td>
</tr>
<tr>
<td>Poverty</td>
<td>Percentage of population aged 18 to 65, excluding single mothers, that is in poverty, 1990.</td>
</tr>
<tr>
<td>Movers</td>
<td>Percentage of the population aged five years and over that lived in a different house five years ago, 1990.</td>
</tr>
<tr>
<td>College</td>
<td>Percentage of population aged 25 years and over that has completed four or more years of college, 1990.</td>
</tr>
<tr>
<td>Young</td>
<td>Percentage of population aged 16 to 24 years, 1990.</td>
</tr>
<tr>
<td><strong>Instruments</strong></td>
<td></td>
</tr>
<tr>
<td>Expenditure share</td>
<td>Local government expenditure 1987, excluding police, as percentage of aggregate county income.</td>
</tr>
<tr>
<td>Income</td>
<td>Per capita income in 1989.</td>
</tr>
<tr>
<td>Non-Democrat</td>
<td>Percentage of voters that did not support the Democratic presidential candidate, 1988</td>
</tr>
</tbody>
</table>