Abstract—The aim of this paper is to study an electrostatic vibration energy harvester that utilises a nonlinear resonator. A vibration energy harvester represents a system where a mechanical resonator driven by ambient vibrations is coupled with a conditioning electronic circuit, which acts as a damper and converts mechanical energy into electrical. If a nonlinear resonator is embedded into the conditioning circuit, nonlinearity will appear from both mechanical and circuit components of the system. We expand the analytical approach that we developed in our previous works to the case of combined mechanical and circuit nonlinearities. This allow us to analyze steady-state in our previous works to the case of combined mechanical and circuit nonlinearities. This allow us to analyze steady-state behavior and compare it with the linear case. In addition, we found in [9] that the desired quasi-harmonic oscillations appear through a sliding bifurcation and explain this phenomenon in detail.

I. INTRODUCTION

Vibrational energy harvesters (VEHs) employ high-quality mechanical resonators that can convert vibration energy into electrical. Electrostatic (capacitive) vibration energy harvesters (e-VEHs) convert energy using a capacitive transducer [1], [2]. For a large number of applications, the sources of vibration energy can be described as wideband. Widening of the frequency response of the resonators utilized in VEHs is an important problem and a large number of very recent works propose to employ nonlinear resonators to address this problem [3]–[6].

In our previous works [7]–[10], we presented an analysis of a very common configuration of resonant e-VEHs based on a gap-closing transducer operating in constant-charge mode [1]. Reference [7] proposed a straightforward analytical description of the regular and desirable behaviour of the system. The characteristics of this behaviour can be calculated from parameters of the system and from the environmental parameters (the magnitude and frequency of external vibrations). In addition, [11] highlighted the existence of irregular and undesirable regimes of such e-VEHs, in [8] the quantitative limits of the regular behaviour were identified.

In this work we investigate a VEH consisting of a nonlinear resonator coupled with a conditioning circuit. In this case, nonlinearity appears from both mechanical and circuit components of the system. We show that the theoretical approach from [7] can be successfully applied in this nonlinear case and discuss the differences with the linear case. In addition, we found that the desired quasi-harmonic oscillations appear through a sliding bifurcation and explain this phenomenon in detail.

II. STATEMENT OF THE PROBLEM

A resonant electrostatic VEH consists of a high-Q resonator, a variable capacitor (transducer) $C_{tran}$, and a conditioning circuit that implements the constant-charge energy conversion cycle [1]. The conditioning circuit discharges the transducer to zero when the transducer capacitance is at a local minimum and charges it to a charge $Q_0$ when its capacitance is at a local maximum. The energy conversion is achieved when the transducer capacitance decreases keeping its charge $Q_0$ constant. During this process, mechanical energy is converted into electrical energy, and the transducer acts as a damper in the mechanical domain. A detailed description of the conversion cycle and a schematic view of the system can be found in [9].

In [7], a normalised equation in the form of a nonlinear driven oscillator was obtained to model the system. The normalised displacement $y$ of the resonator is described by

$$y'' + 2\beta y' + y + \delta y^2 + \lambda y^3 = A_{ext} \cos(\Omega t + \theta_0) + f_t(y, y')$$

where the prime denotes the derivative with respect to dimensionless time $\tau$. In eq. (1), the force $f_t$ generated by the transducer is piecewise defined. Following [7], we will use the expression $f_t = \nu_0/(1 - y_{max})$ if $y' < 0$ and $f_t = 0$ otherwise. Therefore this system is a piecewise smooth dynamical system. It is governed by different vector fields in domains of the state space separated by a switching surface $\Sigma$ given by the expression $y' = 0$. By introducing the vector of variables $x = (x_1, x_2, x_3)$ where $x_1 = y$, $x_2 = y'$, $x_3 = \tau$, we can put the system into a normal form $\dot{x} = F(x, P)$, where $P$ is a vector representing the parameters of the system:

$$x = \begin{cases} F_1(x, P), & H(x) > 0 \\ F_2(x, P), & H(x) < 0 \end{cases}$$

where $H(x) = -x_2 = 0$ defines the switching surface $\Sigma$ and the functions $F_1$ and $F_2$ are smooth:

$$F_1 = \begin{pmatrix} x_2 \\ -2\beta x_2 - x_1 - \delta x_1^3 - \lambda x_1^3 + \alpha \cos(\Omega x_3 + \theta_0) + \frac{\nu_0}{1-x_1_{\text{max}}} \\ \frac{1}{\text{max}} \end{pmatrix}$$

$$F_2 = \begin{pmatrix} x_2 \\ -2\beta x_2 - x_1 - \delta x_1^3 - \lambda x_1^3 + \alpha \cos(\Omega x_3 + \theta_0) \end{pmatrix}$$

Note that since $F_1 \neq F_2$ on the switching manifold $\Sigma$, (2) represents a Filippov system [12].

In the above equations, the following normalised variables were introduced: displacement $y = x/d$ obtained from the dimensional displacement $x$, time $\tau = \omega_0 t$, dissipation $\beta = b/(2m\omega_0)$, external frequency $\Omega = \omega_{ext}/\omega_0 = 1 + \sigma$ where $\sigma$ is a small mismatch in the two frequencies, $\alpha = A_{ext}/(d^2m\omega_0^2)$, $\nu_0 = W_0/(d^2m\omega_0^2)$, $\delta = k_d d/(m\omega_0^2)$ and $\lambda = k_d d^2/(m\omega_0^5)$. Here $m$ is the mass of the resonator, $b$ is the damping factor, $\omega_0 = \sqrt{k/m}$ is the natural frequency, $k$ is the linear spring
constant, \( k_2 \) and \( k_3 \) are nonlinear spring constants that stand before the square and the cubic nonlinear terms, \( d \) is the rest gap (i.e. the gap in the absence of all forces), \( A_{ext} \) is the external acceleration amplitude, \( \omega_{ext} \) is the external frequency, \( \theta_0 \) is the initial phase of the external force and \( W_0 \) is the energy that the conditioning circuit provides to the transducer at the beginning of each energy conversion cycle (at each local maximum of the transducer capacitance \( C_{tran} \) according to the QV cycle implementation, see [9]).

III. STEADY-STATE THEORY

In this section we show how to expand the theory developed in [7] to the case of mechanical nonlinearity. The proposed analysis, based on the Multiple Scales Method (MSM), allows one to find steady-state solutions of the original systems. In order to apply this method, we arrange the nonlinear terms in (1) in appropriate order of a small arbitrary parameter \( \varepsilon \) appearing in the method.

\[
y'' + 2\varepsilon \beta y' + y + \varepsilon \delta y^2 + \varepsilon \lambda y^3 = \varepsilon f_\delta(y, y') + \varepsilon \hat{\alpha} \cos(\tau + \varepsilon \delta \tau + \theta_0)
\]

(5)

where the tilde over the parameters denotes the original parameters divided by \( \varepsilon \). We assume that the approximation for the solution is \( y_{av} + a \cos \theta \) where \( \theta = (1 + \varepsilon)^2 \tau + \theta_0 \). Now let us use the Fourier series for the nonlinear forces \( f_\delta \), \( f_\delta(y) = \delta y^2 \) and \( f_\delta(y) = \lambda y^3 \) restricting ourselves to the case of the first harmonic (due to the high Q of the system).

\[
\hat{f}_0(y_{av}, a) = \frac{1}{2\pi} \int_0^{2\pi} \hat{f}_\delta(y_0) \, d\theta = \frac{\nu_0}{2(1 - y_{av} - a)}
\]

(6)

\[
\hat{a}_1(y_{av}, a) = \frac{1}{\pi} \int_0^{2\pi} \hat{f}_\delta(y_0) \cos \theta \, d\theta = 0
\]

\[
\hat{b}_1(y_{av}, a) = \frac{1}{\pi} \int_0^{2\pi} \hat{f}_\delta(y_0) \sin \theta \, d\theta = \frac{2
\]

and similarly for the quadratic and cubic nonlinear terms

\[
\hat{f}_0^{eq}(y_{av}, a) = \frac{\nu_0}{2(1 - y_{av} - a)}
\]

(7)

\[
\hat{a}_1^{eq}(y_{av}, a) = 2\delta y_{av}, \quad \hat{b}_1^{eq}(y_{av}, a) = 0
\]

\[
\hat{f}_0^{cb}(y_{av}, a) = \frac{1}{2\pi} \int_0^{2\pi} \hat{f}_\delta^{cb}(y_0) \, d\theta
\]

(8)

\[
\hat{a}_1^{cb}(y_{av}, a) = \hat{b}_1^{cb}(y_{av}, a) = 0
\]

This means that we have presented nonlinear forces in the form \( \hat{f} = \hat{f}_0 + [\hat{c}_1 e^{i(T_0 + \varphi)}] + c.c. \) where \( \hat{c}_1 = \hat{a}_1/2 \). Substituting the expansion \( y(\tau) = y_0 + \varepsilon y_1 \) into eq. (5) and following the MSM implementation routine we obtain the equation for the slow complex amplitude \( A(T_1) \):

\[
-2i\hat{A} e^{iT_0} - 2\hat{\beta} i A e^{iT_0} + \hat{c}_1(y_{av}, a) e^{iT_0 + \varphi} + \hat{a}/2 \times \times e^{(iT_0 + \delta T_1 + \theta_0)} - c_{01} A e^{iT_1 + \varphi} - c_{01} A e^{iT_1 + \varphi} + c.c = 0
\]

(9)

and

\[
y_1 = \hat{f}_0 - \hat{f}_0^{eq} - \hat{f}_0^{cb}\n\]

(10)

or \( y_{av} = \varepsilon (\hat{f}_0 - \hat{f}_0^{eq} - \hat{f}_0^{cb}) \). Dividing (9) into real and imaginary parts will give equations for the slow real amplitude \( a \) and the phase \( \psi = \delta T_1 + \theta_0 - \varphi \). The steady-state solution \( a_0 \) and \( \psi_0 \) are found from the condition \( \dot{a} = 0 \) and \( \dot{\psi} = 0 \). For the phase \( \psi_0 \) one obtains a set of equations (assuming only nonzero harmonic coefficients)

\[
\frac{\alpha}{2} \sin \psi_0 = \frac{\beta a_0}{2} + \frac{\beta_1(y_{av}, 0, a_0)}{2}, \quad \frac{\alpha}{2} \cos \psi_0 = -a_0 \delta + \frac{\beta_1(y_{av}, a_0, a_0)}{2} + \frac{\beta_1(y_{av}, 0, a_0)}{2}
\]

(11)

The equation for the amplitude \( a_0 \) can now be found from (11)

\[
\frac{\alpha^2}{4} = \left( \frac{\beta a_0 + \beta_1(y_{av}, 0, a_0)}{2} \right)^2
\]

(12)

The necessary stability analysis is based on calculating the eigenvalues of the Jacobian of the system that describes the evolution of small perturbations from the steady-state \( a_0 \) and \( \psi_0 \) in time [8].

Using the steady-state theory, we can calculate the oscillation envelope (i.e. its minimum and maximum values \( y_{max} = y_{av, 0} + a_0 \) and \( y_{min} = y_{av, 0} - a_0 \) as a function of the control parameters. Examples of the envelopes of oscillations as a function of the transducer parameter \( W_0 \) at three different external accelerations \( A_{ext} \) are shown in
The amplitude of oscillations versus the parameter $A_{\text{ext}}$ at $W_0 = 0.3 \text{nJ}$, $\sigma = -0.04$, $\delta = 0.3$ and $\lambda = -0.3$, and the amplitude of oscillations versus the parameter $\sigma$ (dimensionless frequency) at $W_0 = 0.7 \text{nJ}, A_{\text{ext}} = 0.4 \text{m/s}^2$, $\delta = 0.01$ and $\lambda = 0.5$. Stable branches are shown by solid lines and unstable by dashed lines.

Fig. 1. For comparison, steady-state oscillations calculated numerically by simulating (2) are shown by the squares. In the original nonlinear system, steady-state oscillations exist for a limited range of $W_0$ and $A_{\text{ext}}$: as we show in [8], the behavior of the system is more complex and it can display bifurcations and irregular oscillations. Note that the nonlinearity parameters $\delta = 0.3$ and $\lambda = 0.2$ are deliberately chosen to be rather large since it allows us to point out the effects caused by mechanical nonlinearity (estimations based on [6] give realistic values as $\delta, \lambda \lesssim 0.1$).

Mechanical nonlinearity causes this system to be multistable (i.e., two or more stable solutions exist in the system) at certain values of the control parameters. In contrast to a linear resonator with the gap-closing transducer considered in [7] (where only one solution $y_{\text{max}} < 1$ exists), nonlinearity allows the system to have two stable physical solutions at small energies and accelerations. Figure 2 shows the plane $(W_0, A_{\text{ext}})$ where we denote the area of no oscillations, multistability and of a single steady-state solution.

The evolution of the coexisting oscillations versus a selected parameter (a bifurcation diagram) is shown in Fig. 3. If one traces the evolution of the amplitude of oscillation as a function of the normalized frequency mismatch $\sigma$, one obtains a well-known hysteresis frequency response typical for nonlinear driven oscillators (Fig. 3b).

**IV. SLIDING BIFURCATION**

The sliding bifurcation is a discontinuity induced bifurcation that can occur in Filippov systems. In the state space of such systems, there can exist a so-called sliding region $\Sigma$ that belongs to the switching surface (or manifold) $\Sigma$. The sliding region is an area such that trajectories coming to it move tangentially until they reach the boundary of the region. The sliding bifurcation describes the critical case when a trajectory crossing the switching surface, passes exactly through one of the boundaries of the sliding region. A small perturbation of such a trajectory will generate either a non-sliding trajectory (passes $\Sigma$ transversally) or a trajectory with sliding (contains a piece of trajectory with tangential motion along the sliding region $\Sigma$). As we shall see from this section, a sliding mode precedes the onset of harmonic oscillations and it is undesired behavior that limits the performance of the device.

Firstly, we note that the approach we develop based on the MSM allows one to find the necessary conditions to start oscillations. This condition determines the moment when a positive nonzero amplitude of oscillations $a_0$ appears. This condition is given by the two expressions (10) and (11) taken at the condition that $a_0 = 0$ and solved with respect to $y_{\text{max}}(0)$ and one of the control parameters $\nu_0$ (dimensionless version of $W_0$) or $\alpha$ (dimensionless version of $A_{\text{ext}}$). Below these values the systems display irregular very small scale movements, and only above this condition are harmonic oscillations possible. Immediately after the condition is fulfilled, one observes periodic orbits that contain the intervals of sliding motion. Only after the sliding bifurcation the desired harmonic oscillations appear. This is clearly a parasitic phenomenon since this system operates effectively only when one maximum is detected per one cycle of oscillations. In the sliding mode, the conditioning circuit will detect a large number of local extrema since the sliding takes place on the surface $y' = 0$. Therefore, this will make the conditioning circuit operate ineffectively.

Now we define the switching surface (manifold) as $\Sigma = \{x \in \mathbb{R}^2/H(x) = 0\}$. The normal vector to this surface is $n = \nabla H = [0, -1, 0]$. According to [13], the following condition holds throughout the sliding region: $\langle \nabla H, F_2 \rangle - \langle \nabla H, F_1 \rangle > 0$. Here (a, b) denotes the inner product of two vectors. Note that this condition is always fulfilled since $\langle \nabla H, F_2 \rangle - \langle \nabla H, F_1 \rangle = \frac{W_0}{\nu_0}$. Let us define the vector field $F_s$ that governs the sliding flow inside the switching region [13].

$$F_s = F_1 + F_2 + \rho(x) F_2 - F_1 = F_1 1/2 + F_2 1/2$$

(13)

where $|\rho| \leq 1$. The function $\rho$ can be obtained by considering that $F_s$ must be tangential to the switching manifold $\Sigma$, i.e., $\langle \nabla H, F_s \rangle = 0$. We obtain:

$$\rho(x) = -\frac{\langle \nabla H, F_2 \rangle + \langle \nabla H, F_1 \rangle}{\langle \nabla H, F_2 \rangle - \langle \nabla H, F_1 \rangle}$$

(14)

Let us define the sliding region $\hat{\Sigma} = \{x \in \Sigma/|\rho(x)| < 1\}$ and its boundaries:

$$\partial \hat{\Sigma}^- = \{x \in \Sigma/\rho(x) = -1\}, \partial \hat{\Sigma}^+ = \{x \in \Sigma/\rho(x) = +1\}$$

(15)
If the intersection of a trajectory with the sliding region boundaries takes place at \( x = x^* \), the following conditions define the bifurcation scenario [12]:

\[
\begin{align*}
H(x^*) &= 0, \quad \nabla H(x^*) \neq 0 \quad (16a) \\
\rho(x^*) &= -1 \iff F_2 = F_1 \iff (\nabla H, F_1)|_{x = x^*} = 0 \quad (16b) \\
\rho(x^*) &= +1 \iff F_2 = F_1 \iff (\nabla H, F_2)|_{x = x^*} = 0 \quad (16c)
\end{align*}
\]

Sliding type I: \( \left\langle \nabla H, \frac{\partial F_1}{\partial x} \right\rangle > 0 \)  

Sliding type II: \( \left\langle \nabla H, \frac{\partial F_1}{\partial x} \right\rangle < 0 \)  

In our case, the condition (16a) is verified. When \( H(x) = -x_2 = 0 \) we can write that \( x_1 = y_{\text{max}} \) (on condition that \( x_2 < y'' < 0 \)). Assuming that \( \theta_0 = 0 \) (or it is eliminated by a simple transformation of variables), expressions (16b) and (16c) turn into:

\[
\begin{align*}
\rho(x^*) &= +1 : \quad \lambda x_1^2 + \delta x_1^2 + x_1 - \alpha \cos(\Omega x_3) = 0 \quad (17a) \\
\rho(x^*) &= -1 : \quad \lambda x_1^2 + (\delta - \lambda) x_1^2 + (1 - \delta) x_2^2 - \\
&\quad - (1 + \alpha \cos(\Omega x_3)) x_1 + \nu_0 + \alpha \cos(\Omega x_3) = 0 \quad (17b)
\end{align*}
\]

Equation (17a) is solved using Cardano’s method and equation (17b) is solved using Ferrari’s method. As a result we obtain a set of analytically obtained expressions that define the sliding region boundaries in the state space. Now system (2) can be evaluated in time together with \( \Sigma_+ \) and \( \Sigma_- \) and one can determine at which parameters a sliding mode appears or disappears.

An example of a sliding mode is shown in Fig. 4a. Sliding is displayed if a trajectory, while crossing the switching surface \( \Sigma \), hits the sliding region \( \Sigma \). Varying one of the control parameters, \( A_{\text{ext}} \) in our case, we can see that the trajectory crosses \( \Sigma \) and passes it exactly at the boundaries \( \Sigma^+ \) and \( \Sigma^- \) (Fig. 4b). Further small increase of \( A_{\text{ext}} \) will result in a non-sliding trajectory. Note that in this system the sliding mode always precedes the onset of desired harmonic oscillations. Sliding motion was also found in mixed signal simulations that is known as a powerful tool for the analysis of nonlinear circuits and systems. In this work we use a VHDL-AMS model developed in [7], [11]. The waveforms of the displacement \( x(t) \) and the velocity \( v(t) \) with characteristic ‘plateaus’ at the switching surface area shown in Fig. 5. As the bifurcation parameter \( A_{\text{ext}} \) increases, the transition from sliding motion to non-sliding oscillations is visible.

Finally we note that, similarly to the linear case, the period doubling bifurcation is another phenomenon that limits the region of harmonic oscillations in the system [8]. Nonlinearity slightly changes the bifurcation values of parameters \( W_0 \) and \( A_{\text{ext}} \) (two bifurcation lines, one for the linear system with \( \delta = \lambda = 0 \) and the other for the nonlinear system are shown in Fig. 6).

V. CONCLUSIONS

We have studied an electrostatic vibration energy harvester with a nonlinear resonator. In this case, nonlinearity appears from both mechanical and electronic components of the system. We applied a perturbation method to find steady-state characteristics of the system and compared them with the linear case. In general, we conclude that the steady-state theory developed in our previous works describes nonlinear systems very well. We have found that for the systems with mechanical nonlinearity, there exists a region of multistability. In addition, we discuss the sliding bifurcation, a nonlinear phenomena that is introduced by discontinuity of the system. The sliding mode is a parasitic effect and always precedes the onset of stable harmonic oscillations in this type of systems. The sliding bifurcation is also verified by mixed signal VHDL-AMS modeling.
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