Signalling over a distance: gradient patterns and phosphorylation waves within single cells
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Abstract.
Recent discoveries of phosphorylation gradients and microdomains with different protein activities have revolutionised our perception of information transfer within single cells. The different spatial localization of opposing reactions in protein-modification cycles is shown to bring about heterogeneous stationary patterns and travelling waves of protein activities. We review spatial patterns and modes of signal transfer through phosphorylation/dephosphorylation and GDP/GTP exchange cycles and cascades. We show how switches between low-activity and high-activity states in a bistable activation-deactivation cycle can initiate the propagation of travelling protein-modification waves in the cytoplasm. Typically, an activation wave is initiated at the plasma membrane and propagates through the cytoplasm until it reaches the nucleus. An increase in deactivator activity is followed by the initiation of an inactivation wave that moves in the reverse direction from the nucleus. We show that the ratio of opposing enzyme rates is a key parameter that controls both the spread of activation through cascades and travelling waves.
**Introduction**

In the middle of the last century, seminal work of Alan Turing showed that biochemical reactions and diffusion can break the symmetry of initially homogeneous media and create periodic spatial patterns [1]. This work laid the foundation of the quantitative theory of morphogenesis [2]. Not surprisingly, the spatial dimension of signalling was subsequently analysed mainly in the context of morphogenesis and transmission of signals between cells. Single cells were viewed as well-stirred reaction vessels, uniformly stimulated by external cues. The advent of new imaging technologies and genetically encoded fluorescent biosensors has revolutionized our perception of the dynamic organization of signalling processes within single cells. Recent studies have revealed intricate spatial profiles of protein activities arising from signal-dependent formation of multi-protein complexes, their localization by anchoring subunits, dynamic self-assembly on scaffolds, and protein-lipid clustering [3-6]). This spatial heterogeneity is exploited to regulate key phenotypic cellular responses to external and internal cues. For instance, the mitotic spindle assembly is governed by the spatial gradients of RanGTP and other components of the chromosome-dependent RanGTPase-importin β cascade [7-9]. Cascades of small GTPases provide the spatial guidance and positional information related to cell motility, polarization, growth and differentiation [10, 11].

Cycles of reversible covalent modification of signalling proteins, catalyzed by opposing activator and deactivator enzymes, such as a kinase and phosphatase for a phospho-protein, or a guanine nucleotide exchange factor (GEF) and GTPase–activating protein (GAP) for small G-proteins form the backbones of cellular signal transduction pathways. The basic prerequisite for generation of signalling gradients by these cycles is the spatial segregation of the opposing enzymes that can localize to different cellular structures, such as membranes, chromosomes and cytoplasm. For instance, if a protein is phosphorylated by a membrane-bound kinase and dephosphorylated by a cytosolic phosphatase, a precipitous gradient of a phosphorylation form can occur, given measured values of protein diffusivity and typical kinase and phosphatase activities [12]. In protein interaction networks, the activity gradients are strongly controlled by the network design, including feedback and feedforward loops, and the cell shape and size [13-15].

Many key signal transmitters including activated protein kinases are stimulated at cell membranes and subsequently travel to distant sites in the cytoplasm or to the nucleus. However, the cytoplasmic localization of signal deactivators, such as phosphatases, can result in precipitous gradients of active, phosphorylated kinases and, therefore, low signal intensity at a distance from the membrane. This signal termination will hamper long-range signal transduction, especially in large cells, such as Xenopus oocytes or developing neurons [16, 17]. This puzzle has received much attention, and several mechanisms for long-range signal transduction within a cell, including endocytic trafficking [18], spatially distributed signalling cascades [19], retrograde transport in neurons, and travelling waves of protein phosphorylation have been proposed [16, 20, 21].

Cellular signalling networks are highly nonlinear and display intricate dynamics, including switch-like behaviour and bistability. Coexistence of two stable steady states and hysteresis are a hallmark of bistability [22, 23]. Coupled with diffusion, two stable states of biochemical systems create an active medium where signals can propagate by switching a system from an "off" state to an "on" state, or vice versa, creating trigger waves. Such propagating waves have been called travelling waves and studied earlier in the context of ecological and epidemiological models and
intracellular Ca signalling [24, 25]. Although this mechanism has been implicated in information transfer [16, 20, 26, 27], the conditions for signal propagation, attenuation, and reverse signal transmission have not been explored in the biochemical context. Here we review different modes of signal transfer within a cell. In particular, we analyze signal propagation by travelling waves that occur in bistable protein-modification cycles, such as activation-deactivation cycles of ERK, Src and small G-proteins [23, 28, 29]. We describe quantitative relationships that govern the direction of wave propagation and the reversal from activation travelling wave to inactivation wave.

Results.

Stationary activity gradients. One of simplest systems capable of generating stationary activity patterns is a protein-modification cycle where an activating enzyme is localized to a membrane or cellular structure, whereas a deactivating enzyme is freely diffusible in the cytoplasm [12, 30-32]. Provided that the deactivator kinetics is far from saturation, the activated target concentration decays almost exponentially with the distance from the activating enzyme location (Fig. 1). The characteristic decay length of the gradient ($L_{\text{grad}}$) is controlled by the protein diffusivity ($D$) and the apparent first-order rate constant ($k_{\text{deact}}$) of the deactivating enzyme ($L_{\text{grad}} = D / k_{\text{deact}}$), whereas this decay does not depend on the kinetics of the activating enzyme [12, 30, 31].

Spatial spread of activity gradients in linear cascades. For many signalling pathways, a plasma membrane receptor is stimulated by external cues and subsequently activates a cascade of protein-modification cycles that convey signals to nuclear targets [33]. Typically, the initiating kinase at the first cascade level is activated at the plasma membrane, as e.g., Raf-1 for the mitogen activated protein kinase (MAPK) cascade [34]. The activated form of the kinase, which diffuses inside the cell serves as an activating enzyme for the next cascade level and phosphorylates a downstream kinase (Fig. 2A). Although this mechanism can potentially spread the signal into the cell, activated kinases are dephosphorylated by cytoplasmic phosphatases, resulting in termination of the signal propagation [18]. Assuming that all kinases and phosphatases are far from saturation and the apparent first-order rate constants of kinases ($k_{\text{act}}$) and phosphatases ($k_{\text{deact}}$) are the same at the different cascade levels, their ratio $\gamma = k_{\text{deact}} / k_{\text{act}}$ is shown to be a key parameter that determines the spread of the activation signal [19]. When deactivation rates are too large, $\gamma > 1$, the propagation of signals stalls in the space, and the concentrations of activated kinases rapidly decay near the plasma membrane. If $\gamma$ is sufficiently small, the signal carried by phosphorylated kinases spreads increasingly from the membrane towards the cell centre, generating spatial switches between almost complete dephosphorylated and phosphorylated forms (Fig. 2B). The spatial step size between consecutive decays of kinase activation for successive cascade layers is almost constant and equal to $\ln(1/\gamma)L_{\text{grad}}$ [19]. Thus, this landscape of consecutively decayed activities can serve as a precise spatial guidance for multiple cellular processes and convey information about the cell size to the nucleus.

Spatial dynamics of a bistable signalling cycle. We next consider a signalling molecule, such as a kinase or small GTPase, which is initially activated at the cell surface and then diffuses to the nucleus. We assume that in the cytoplasm, this molecule is autocatalytically activated. For instance, an inactive GDP-bound form of a small GTPase can initially be activated by a cell
membrane-bound GEF and then in the cytoplasm by another GEF, which often is autocatalytically activated by its product, an active GTPase form (Fig.3). Such autocatalytic activation was recently reported for the small GTPase Ras and its GEF SOS [35]. When RasGTP binds to the allosteric pocket of SOS, this causes a significant increase in SOS activity and, thus, further Ras activation [35]. Likewise, autocatalytic activation steps are also present in the activation-deactivation cycle of Src family kinases [28, 29]. An active form is deactivated in the cytoplasm by cytoplasmic enzymes, such as a phosphatase for kinases or GAP for small GTPases (Fig.3).

We analyse a one-dimensional geometry where the spatial coordinate, $x$, is confined by the plasma membrane (where the initial activation occurs) and the nuclear membrane, respectively. We do not consider the nuclear compartment and describe potential nuclear import, export and deactivation processes by a deactivation reaction at the nuclear membrane (Fig. 3). The temporal evolution of the active form concentration ($C$) is governed by the following reaction-diffusion equation [31],

$$
\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x^2} + v_a - v_d
$$

Here $v_a$ and $v_d$ are the rates of activation and deactivation reactions in the cytoplasm. The diffusion constant $D$ is assumed to be identical for both active and inactive ($C_a$) forms. Therefore, the total protein concentration $C_{tot} = C + C_u$ does not depend on the spatial coordinate [6]. Assuming that both activator and deactivator enzymes in the cytoplasm follow Michaelis-Menten reaction mechanisms, their rate expressions can be presented as (see, e.g., [11]),

$$
v_a = V_1 \frac{C_{tot} - C}{K_1 + (C_{tot} - C)} \cdot \frac{1 + AC / K_a}{1 + C / K_a}, \quad v_d = V_2 \frac{C}{K_2 + C}.
$$

Here $V_1$ and $V_2$ are the maximal enzyme rates, $K_i$, $K_a$ and $A$ are the Michaelis and activation constants. The boundary conditions to Eq. (1) equate the diffusive fluxes and the activation and deactivation rates at the cellular ($x=0$) and nuclear ($x=L$) membranes. For simplicity, we consider linear enzyme rates at both boundaries, but all results remain valid for the Michaelis-Menten expressions,

$$
D \frac{\partial C}{\partial x} \bigg|_{x=0,t} = -k_{PM}(C_{tot} - C)_{x=0,t}, \quad D \frac{\partial C}{\partial x} \bigg|_{x=L,t} = k_{NM} C_{x=L,t},
$$

where $k_{PM}$ and $k_{NM}$ are the surface reaction rate constants.

Since the ratio $\gamma \equiv V_1 / V_2$ of the deactivator ($V_2$) and activator ($V_1$) rates is shown to be a critical system parameter [19], we first explore how the spatially homogeneous steady state(s) depend on this parameter. An enzyme cycle with autocatalytic steps can display bistability [31]. Indeed, for different $\gamma$ values there are up to three steady states, which satisfy the steady-state condition ($v_a - v_d = 0$) that can be expressed, using the following dimensionless function $\psi$ (Fig. 4),

$$
\psi(C) \equiv (v_a - v_d) / V_1 = \frac{C_{tot} - C}{K_1 + (C_{tot} - C)} \cdot \frac{1 + AC / K_a}{1 + C / K_a} - \gamma \frac{C}{K_2 + C} = 0.
$$

Within the bistability domain, the solution branches $C_1(\gamma)$ and $C_3(\gamma)$ are stable, while $C_2(\gamma)$ is the branch harbouring unstable states. The states $C_1(\gamma)$ and $C_3(\gamma)$ are referred to as high- and low-activity states, respectively.
Activation and deactivation waves. Reaction-diffusion equations, such as Eq.1, that display bistable reaction dynamics may have travelling wave solutions [24]. These solutions describe the propagation of a reaction front that switches the system from one stable state to the other stable state over a space region. This is an efficient mechanism for the propagation of intracellular signals over large distances with a constant speed, significantly faster than simple diffusion [26].

On an infinite spatial domain, the travelling wave front that connects two alternative, stable steady states moves with a constant speed \( s \) without changing the shape. To describe the front profile, we consider a co-moving reference frame by introducing the new variable, \( z = x - st \). Within this moving frame, the wave shape does not change and can be described as a function of only this variable, \( U(z) \). The value \( z=0 \) corresponds to an arbitrary chosen point, for instance, where the active form concentration equals \((C_1+C_3)/2\). After substitution \( U(z) \) into Eq.1, we obtain,

\[
D \frac{d^2 U}{dz^2} + s \frac{dU}{dz} + v_a(U) - v_d(U) = 0.
\]  

Typical boundary conditions assume that at one end (e.g., the rear wave end), the system is at the high-activity steady state \( U(z \to -\infty) = C_3 \), whereas at the other end, the system is at low-activity state \( U(z \to \infty) = C_1 \). In biological terms, these conditions imply that at the plasma membrane the system is at the high-activity state, whereas at the nuclear membrane it remains at low-activity state. If the wave travels in the positive direction (from the plasma membrane to the nucleus), the system switches from the low- to high-activity state in the cytoplasm, and vice versa.

Supplement 1 shows that the sign of the propagation velocity that determines the direction of the wave is given by the sign of the following integral [24, 27],

\[
I(\gamma) \equiv \int_{C_1}^{C_3} \psi(C)dC.
\]

Depending on the ratio \( \gamma = V_1 / V_2 \) of the deactivating and activating rates, the sign of the integral \( I(\gamma) \) can be negative or positive (Fig. 4A). For positive values of this integral, the speed \( s \) is positive, and the wave moves towards increasing \( x \) values. Then, the high-activity state \( C_3 \) gradually invades the whole spatial domain, advancing with a constant speed (Fig. 5A). On the other hand, if this integral is negative, the low-activity state \( C_1 \) becomes dominant. This corresponds to an inactivation wave that moves backward from the nucleus to the plasma membrane (Fig. 5B). Thus, changing the activity ratio \( \gamma \) provides a way to control activation and consecutive inactivation of signalling by changing the catalytic rates or expression levels of activator and deactivator enzymes. Fig. 5A illustrates how activation wave is initiated at the plasma membrane and propagates through the cytoplasm until it reaches the nucleus. This is followed by an inactivation wave moving in the reverse direction after an increase in deactivator activity (Fig. 5B, \( V_2 \) increased). Note, that changing \( \gamma \) also modifies the active form concentration corresponding to spatially homogeneous steady states. Although the new value of \( C_1 \) remains almost identical to the old one, the active form concentration at the state \( C_3 \) is lower for inactivation wave than for activation wave (see also Fig. 4).

Travelling phosphorylation waves in protein kinase cascades. We and other groups have recently shown that bistability is a fundamental feature of the control of protein activity by multisite covalent modification and the extracellular regulated kinase (ERK) activation-
deactivation cycle itself can exhibit bistability [23, 36-38]. Analysis of the spatio-temporal dynamics showed that bistability in the ERK cycle can give rise to trigger waves that propagate binary phosphorylation signals from the plasma membrane receptors to distant targets [26]. If a downstream kinase, such as ERK, stimulates the activation of the upstream kinase (directly or via a regulatory circuit in the cytoplasm), a resulting bistable switch generates a traveling cytoplasmic wave that propagates over increasingly long distances with nearly constant amplitude and velocity [26]. These traveling waves of protein phosphorylation present a novel mechanism of long-range signaling within cells, when phosphorylation signals cannot be transferred by diffusion.

**Concluding remarks**

Recent evidence suggests that signalling protein activities are remarkably heterogonous within cellular space. Subcellular domains of different protein activities can arise solely from the dynamics of chemical transformations coupled with diffusion. For instance, Turing's patterns are driven by the instability of a spatially uniform distribution of two species, commonly termed activator and inhibitor, which have different diffusion coefficients (diffusivities), and the activator autocatalytically reproduces itself and stimulates its inhibitor [1, 2]. Another biochemical mechanism that generates stable, stationary patterns of concentration and activity gradients exploits the pre-existing structural heterogeneity [12, 19]. Due to the cell heterogeneity, many signalling proteins are spatially separated, for instance some proteins are bound to membranes, whereas the other retain in the cytoplasm, or shuttle between the cytoplasm and the nucleus.

Intricate temporal dynamics of signalling systems lead to complex spatial phenomena, including cell polarization, pattern formation and travelling waves. Here we show that bistable switches in an autocatalytic protein-modification cycle (Fig. 3) may result in both activation and deactivation waves propagating through single cells (Fig. 5). For different rates of the opposing activator and deactivator enzymes only activating waves (switching the system globally into the "ON" state) or only deactivating waves (switching the system into the "OFF" state) can exist. The regulation of the activation and deactivation enzyme activities provides a mechanism of precise control over global activation and deactivation waves.
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Figure legends

**Fig. 1: Gradient of spatial activity in a single protein-modification cycle.** (A) Sketch of a protein-modification cycle, in which an inactive form \( (C_u) \) is activated at the plasma membrane, yielding an active form \( (C) \). Both forms, \( C \) and \( C_u \) diffuse in the cytoplasm, where \( C \) is deactivated by cytoplasmic enzymes. (B) Spatial decay of \( C \) as a function of the distance from the plasma membrane, \( D = 1 \mu m^2/s \), \( k_{\text{deact}} = 0.16 s^{-1} \), \( L_{\text{grad}} = (D/k_{\text{deact}})^{1/2} = 2.5 \mu m \).

**Fig. 2: Spatial propagation of activated forms for a cascade of protein-modification cycles.** (A) Cascade diagram. At the first level, an inactive form \( C'_1 \) is activated at the plasma membrane, yielding an active form \( C' \). Each active form \( C'_i \) at level \( i = 1,2, ..., N-1 \) catalyzes activation of the downstream inactive form \( C'_{i+1} \) and is deactivated by cytoplasmic enzymes. (B) Stationary spatial patterns formed by consecutive active forms for a 5-tier cascade, \( D = 1 \mu m^2/s \), \( \gamma = k_{\text{deact}} / k_{\text{act}} = 0.05 \).

**Fig. 3: Sketch of a reaction scheme for a bistable autocatalytic cycle.** An inactive protein form \( (C_u) \) is initially activated at the plasma membrane. Both forms, \( C \) and \( C_u \) diffuse in the cytoplasm where \( C_u \) is autocatalytically activated and \( C \) is deactivated by cytoplasmic enzymes.

**Fig. 4. Uniform stationary concentrations of active form \( C \) of a target protein.** (A) The dimensionless function \( \psi \) (which is the difference between the activation and inactivation rates normalized by \( V_1 \) ) is plotted as a function of \( C \) for different values of \( \gamma = 14, 16, 18, \) and 20 from top to bottom. Uniform steady state solutions are given by intersections with the zero axis, \( \psi(C) = 0 \). (B) Dependence of the uniform steady-state solutions on \( \psi \). Solid and dashed lines represent stable (\( C_1 \) and \( C_3 \)) and unstable (\( C_2 \)) solution branches, respectively. The parameter values are \( C_{\text{tot}} = 150 \text{ nM}, K_1 = 50 \text{ nM}, K_2 = 2.5 \text{ nM}, K_a = 50 \text{ nM}, \) and \( A = 50 \).

**Fig. 5. Temporal evolution of the concentration profiles for actvation and deactivation travelling waves.** The dependence of active form concentration \( C \) on space and time is obtained by numerical integration of Eq.1. The parameter values are given in Fig.2, \( D = 1 \mu m^2/s \), \( V_1 = 10 \text{ nM/s}, \) \( k_{PM} = k_{NM} 0.5 \text{ \mu m/s}, \) and \( L = 25 \text{ nm} \). (A) \( V_2 = 140 \text{ nM/s}; \) \( t = 10, 20, 30, 40, \) and 60 s (profiles from left to right). (B) At \( t = 60 \text{ s} \) the deactivator activity is increased to \( V_2 = 180 \text{ nM/s}; \) \( t = 80, 90, 100, 110, \) and 120 s (profiles from right to left).
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Supplement 1.

The sign of the wave velocity, and hence the direction of the propagation, can be found by multiplying Eq.5 by \( dU/dz \) and integrating from \( z \to -\infty \) to \( z \to \infty \). This leads to the following,

\[
\int_{-\infty}^{\infty} \left\{ D \frac{d^2U}{dz^2} \frac{dU}{dz} + s \left( \frac{dU}{dz} \right)^2 + \left[ v_\alpha(U) - v_\beta(U) \right] \frac{dU}{dz} \right\} dz = 0. \tag{S1.1}
\]

Assuming that the solution \( U \) is uniform far from the travelling front (i.e. \( dU/dz(z \to \pm \infty) = 0 \)), the first term in (S1.1) vanishes. Since \( U(z \to -\infty) = C_3 \), and \( U(z \to -\infty) = C_1 \), we obtain,

\[
s \int_{-\infty}^{\infty} \left( \frac{dU}{dz} \right)^2 dz = - \int_{-\infty}^{\infty} \left[ v_\alpha(U) - v_\beta(U) \right] \frac{dU}{dz} dz = - \int_{C_3}^{C_1} \left[ v_\alpha(C) - v_\beta(C) \right] dC. \tag{S1.2}
\]

Here the right hand side of (S1.2) was integrated by parts and expressed in terms of the original variable \( C \). Dividing by \( V_1 \) and reversing limits of integration on the right hand side of (S1.2) we obtain

\[
s = \frac{\int_{C_1}^{C_3} \Psi(C) dC}{\int_{-\infty}^{\infty} \left( \frac{dU}{dz} \right)^2 dz}. \tag{S1.3}
\]

Equation (S1.3) shows that the sign of \( s \) only depends on the sign of the definite integral of \( \psi \) between the two stationary stable states, see Eq.6 of the main text. Another interesting ramification of Eq. S1.3 is that the wave velocity scales with the value of \( V_1 \) (at constant \( \gamma \)).