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ABSTRACT
Simultaneous Localization and Mapping (SLAM) is a fundamental problem in the field of robotics which concerns mapping an environment or space while simultaneously localizing within this map. Given that one of the major goals of robotics is to perform tasks commonly performed by humans, we argue that SLAM methods should be cognitively adequate; that is, they should model the same properties of a space as the human cognition models. Topological properties are considered the most fundamental of those modelled by the human cognition. Therefore in order to achieve cognitive adequacy such properties must be modelled explicitly. Research in the domain of spatial cognition has demonstrated that the topological properties modelled by the human cognition can be quantified using the Egenhofer Nine-Intersection Model (9-IM). In this work we propose a conceptual SLAM method which models the same properties as the 9-IM. Relative to existing topological SLAM methods, which model a single topological property of connectivity between locations, this method achieves a stronger degree of cognitive adequacy.
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1. INTRODUCTION
Simultaneous Localization and Mapping (SLAM) is a problem in the field of robotics which concerns modelling, or mapping, the geometry of the space within which a robot is located, while simultaneously localizing within this model [26]. In this context geometry may be defined as the properties of a space. SLAM methods can be categorized in term of what aspects of a space’s geometry they attempt to model. Since localization is defined in terms of a space’s geometry, this categorization implies what aspects of localization are modeled.

When designing a SLAM method deciding what properties of a space’s geometry to model requires careful consideration. One approach is to model those set of properties which are necessary for an intended application. For example, if the intended application is navigation, then properties relating to connectivity between locations should be modelled. However the disadvantage of this approach is that for each new application a corresponding set of properties must be specified and in turn a new SLAM solution may potentially be needed to infer these properties. A better solution is to define a general set of properties which is pragmatic with respect to many applications [22]. However what constitutes a general set of properties is debatable [5]. A promising solution proposes to specify a set of properties that represents the same aspects of a space which human cognition models. This has led to the use of the term cognitively adequate to describe a set of properties which are believed to be an accurate model of these aspects [7]. One of the major goals of robotics is to perform tasks which humans can. Therefore we argue that SLAM methods should aim to model the geometry of a space such that these models are cognitively adequate.

In terms of what properties existing SLAM methods model, a common distinction made between methods is whether they consider the space within which a robot is located to be a metric or topological space and subsequently attempt to model properties of that space [25]. A metric space includes the concept of distance and the geometry of such a space will include properties such as the distance between objects. SLAM methods which consider the space within which a robot is located to be a metric space are known as metric SLAM methods and the resulting models are known...
as metric maps. A topological space includes the concept of neighborhood but does not include the concept of distance. The geometry of a topological space will include properties such as containment and intersection. SLAM methods which consider the space within which a robot is located to be a topological space are known as topological SLAM methods and the resulting models are known as topological maps. It has been confirmed by experiments both in psychology and geographical information science that the most fundamental properties of an environment which the human cognition models are topological [13]. Therefore designing SLAM methods which are cognitively adequate with respect to such properties represents an important research goal and is the focus of this paper. Previous works have focused exclusively on the development of topological SLAM methods which model a single property of a topological space. That is, connectivity between locations. In this paper we argue that such SLAM methods cannot be considered cognitively adequate. Toward addressing this issue, we propose a conceptual topological SLAM method. We demonstrate that, under certain assumptions, this method not only models connectivity between locations but achieves cognitive adequacy with respect to topological properties.

The layout of this paper is as follows. Section 2 introduces the concept of a topological space and the basic tools necessary for modeling the geometry of such a space. Section 3 reviews existing topological SLAM methods. In section 4 we introduce the concept of cognitive adequacy with respect to a model and discuss how this can be potentially defined in terms of topology concepts. Given a definition of cognitive adequacy with respect to topological properties, in section 5 we define a conceptual SLAM method which achieves cognitive adequacy. Section 6 presents simulated results which demonstrate this fact. Finally in section 7 we draw some conclusions and discuss some of the future research directions that this work presents.

2. TOPOLOGY OF EUCLIDEAN PLANE AND GRAPH

In this work we are principally concerned with the 2D topological SLAM problem which considers the space within which a robot is located to be the Euclidean plane and in turn considers this plane to be a topological space. In this section we briefly introduce two branches of topology known as point set topology and topological graph theory which concern modeling the topology of sets and a graph respectively. For greater details please see [20] and [12] respectively.

2.1 Point Set Topology

The topology of the Euclidean plane is known as the Euclidean or usual topology. An intuitive understanding of this topology can be gained by imagining the Euclidean plane within which the environment is embedded to be a rubber sheet. Now imagine this sheet is arbitrarily stretched but not torn or folded. The transformation induced by such stretching is called a topological transformation or homeomorphism. If the space in question is considered a topological space, the properties which are invariant under an homeomorphism represent its geometry. We refer to such properties as being topological properties of the space [11]. For example, if a point is contained inside a region, this property of containment is invariant under any homeomorphism and therefore is a topological property of the space. On the other hand, the area of a region is not invariant under any homeomorphism and therefore is not a topological property of the space. Instead area is a property which is invariant under Euclidean transformations and represents the geometry of a metric space. As such, it is referred to as a metric property. If two spaces are related by a homeomorphism they have equal topological properties and are called topologically equivalent. All spaces which are topologically equivalent belong to a single topological equivalence class.

Using point set topology it is possible to express topological properties of the Euclidean plane in terms of the intersection or non-intersection of the boundaries, interiors and exteriors of sets in the plane. Let \( \partial A \), \( A' \) and \( A' \) be the boundary, interior and exterior respectively of a set \( A \). Consider the Euclidean plane which contains two sets \( X \) and \( Y \) illustrated in Fig. 1(a). The topological relationship existing between these sets can be described linguistically as \( X \) inside \( Y \) and, in terms of point set topology, satisfy the following four conditions: \( \partial X \cap \partial Y = \emptyset \), \( X^o \cap Y^o \neq \emptyset \), \( \partial X \cap Y^o \neq \emptyset \) and \( X^o \cap \partial Y = \emptyset \). Likewise the topological relationship existing between the two sets in Fig. 1(b) can be described linguistically as \( X \) disjoint \( Y \) and, in terms of point set topology, satisfy the following four conditions: \( \partial X \cap \partial Y = \emptyset \), \( X^o \cap Y^o = \emptyset \), \( \partial X \cap Y^o = \emptyset \) and \( X^o \cap \partial Y = \emptyset \).

Any metric space has a corresponding topology. This topology is commonly referred to as the topology induced by the metric in question. Consequently, for a given metric space the set of metric properties corresponding to that space is a superset of the topological properties corresponding to the induced topological space. For example containment is both a metric and topological property due to the fact that it is invariant under any Euclidean and homeomorphism transformation respectively. By similar reasoning, area is a metric property but not a topological property.

2.2 Topological Graph Theory

In this work we adopt the following topological definition, as opposed to a combinatorial definition, of a graph [12]. Here the graph consists of a set of points \( V \), called vertices, and a set of arcs \( E \), called edges, joining pairs of vertices such that each edge is homeomorphic to the closed interval \([0, 1]\]. The embedding of a graph in a surface is defined as a continuous one-to-one function from the graph into the surface [16]. Intuitively this can be thought of as a drawing of the graph on the surface such that no edges intersect.
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except at vertices. Every graph can be embedded in a given surface if and only if that surface has a sufficient number of handles or bridges [12]. A planar graph is a graph that can be embedded in a plane, that is, a surface with genus zero.

If a connected graph is embedded in a plane and cuts the plane along the graph what remains is a set of faces $F$ where each is homeomorphic to an open disk. The degree of a face is the number of edges incident to that face. If both ‘banks’ of an edge belong to the same face, that edge is incident to the face twice. For example, consider the embedding of a graph in the plane represented in Fig. 2(a). This embedding contains two faces; a face of degree one and an outer face of degree five.

A connected graph may have multiple embeddings in a surface where these embeddings are not topologically equivalent. For example consider Fig. 2(a) and Fig. 2(b) which represent two different embeddings of the same graph in a plane. One can confirm this by noting that the set of vertices, the sets of edges, the edge incidence and vertex adjacency relations are equal [16]. However these embeddings are not topologically equivalent; that is, a homeomorphism does not exist between them. Next consider Fig. 2(a) and Fig. 2(c) which also represent two different embeddings of the same graph in a plane. However in this case both embeddings are topologically equivalent.

The topological equivalence class of 2-connected graphs embedded on a sphere has a corresponding combinatorial representation, known as a rotation system, which is defined by the clockwise ordering of adjacent edges around each vertex in the graph (please see Theorem 3.2.2 of [12]). The topological equivalence class of 2-connected graphs embedded in a plane has a corresponding combinatorial representation which is defined by the rotation system of the graph and its outer face. Schnyder [23] proposed an algorithm which given the rotation system and the outer face of a graph embedded in the plane, returns a graph embedded in the plane which belongs to the topological equivalence class as the original graph. This algorithm has a time complexity of $O(n)$. For example, consider the graph embedded in the plane displayed in Fig. 3(a). The rotation system and outer face of this graph were extracted and subsequently supplied as parameters to the algorithm of Schnyder. The resulting graph embedded in the plane is displayed in Fig. 3(b). It is evident that both embedded graphs belong to the same topological equivalence class.

As discussed in section 2.1, metric properties are a superset of topological properties. Therefore a metric map contains both metric and topological properties. Apart from not containing any metric properties, a topological map differs from a metric map in the way it represents topological properties. In a metric map, topological properties are generally represented implicitly while in a topological map they are represented explicitly. As will be discussed in section 4, topological properties are extremely important in the context of performing many tasks. Therefore it important to represent such properties explicitly; therein lies the motivation for developing and the goal of topological SLAM methods.

Current topological SLAM methods assume that the space in question consists of a series of paths and can be accurately modeled using a graph. Vertices in such graphs represent points in the Euclidean plane while the existence of an edge between two vertices signifies that the points in question are connected by a direct path. The embedding of the graph in the plane is not modelled and in fact only a single topological property of connectivity between points is modelled. We refer to these methods as graph-based topological SLAM methods. Graph-based topological SLAM was originally proposed by Kuipers [15] and it has become a standard paradigm adapted by all other researchers in the field. In the remainder of this section we review existing graph-based topological SLAM methods.

A number of graph-based topological SLAM methods use metric SLAM methods as a platform. These methods are based on the principle that, every metric space has an induced topology and therefore given a metric map it is possible to derive a topological map through a process of abstraction or generalization. We refer to methods based upon this principle as indirect methods. The method by [2] first constructs a detailed metric map and from this extracts a corresponding graph based representation. In this representation vertices correspond to convex regions in the metric map while an edge exists between any pair of vertices if the corresponding regions in the metric map touch. Localization is achieved by constructing a local metric map and matching this against the metric map for the entire environment. The method of [3] models the environment using a generalized Voronoi graph (GVG) which can be considered a skeleton like graph of the free space. The authors con-
struct the GVG by analysing successive local metric maps. Localization is achieved by storing a number of metric and topological properties at each vertex which can be matched against.

The drawback of the above indirect approaches is that they compute metric properties which are ultimately abstracted away. A better solution is to only compute the necessary topological properties. We refer to methods based upon this principle as direct methods. Appearance based SLAM methods can be considered a direct approach to graph-based topological SLAM. In such methods correspondences between points in a robot’s trajectory are determined using appearance features such as visual SIFT features [8]. Edges are constructed between all pairs of vertices successively visited by the robot trajectory. No metric properties of the space are computed. The advantages of using a direct method, as opposed to an indirect method, when performing graph-based topological SLAM is reflected in the scale at which the corresponding methods can perform. The appearance based methods of [8] can perform accurately within environments of a scale greater than one thousand kilometres. There currently exists no metric SLAM method which can perform accurately at such a scale.

A number of methods exist which combine metric and topological SLAM methods [24]. Similar to graph based topological SLAM these methods model the geometry of the space within which a robot is located using a graph representation. However this graph is used to model both metric and topological properties. Vertices contain local metric maps while edges not only represent connectivity but may also represent metric relationships between local maps [1].

4. COGNITIVE ADEQUACY
When designing a SLAM method deciding what properties of a space’s geometry to model requires careful consideration. A set of properties are complete if they are necessary and sufficient for determining if the geometry of two spaces are equivalent [4]. On the other hand, a set of properties are incomplete if they are necessary but not sufficient for determining if the geometry of two spaces are equivalent. Although it is possible to model the geometry of a space using a complete set of properties, the use of an incomplete set is generally more appropriate for a number of reasons. Relative to a complete set of properties, an incomplete set of properties contains less information about the geometry of the space in question. Therefore in the context of robotics, where all information must be inferred from noisy sensor measurements, modelling using an incomplete set represents an easier problem. Also, the information contained in a complete set may be of too fine a resolution than is appropriate for performing a given task. For example consider Fig. 4(a) and 4(b) where each figure displays two sets $X$ and $Y$ embedded in the Euclidean plane. Irrespective of whether we consider the Euclidean plane to be a metric or topological space, the geometry of both figures is not equivalent. For a given task it may not be appropriate to use a set of properties which distinguishes between the geometry of these figures. An example of a set which does not perform such a distinction is a single topological property which indicates if the sets $X$ and $Y$ intersect.

Cohn [6] states that not all sets of properties are equally useful and the actual set used must be relevant to the task being performed. As discussed in the introduction to this paper, it is advantageous to model a set of properties which is pragmatic to many applications. A promising solution towards defining such a set is to model the properties of a space’s geometry which human cognition models or conceptualizes. This has led to the use of the term cognitively adequate to describe such a set [14]. The degree of cognitively adequacy can vary from strong (idealized) to weak (conforming to well known ergonomic standards) [14].

What constitutes a cognitively adequate set of properties for the Euclidean plane has been the focus of much research. Toward answering this question Egenhofer [10] defined the Nine-Intersection Model (9-IM). The 9-IM models the geometry of the Euclidean plane by modelling all pairwise relationships between sets embedded in the plane. Each of these pairwise relationships is in turn represented by a set of nine features indicating the intersection or non-intersection of the interiors, boundaries and exteriors of the sets in question. Specifically, for two sets $X$ and $Y$ their relationship is modelled using the following set of nine features:

- $\partial X \cap \partial Y$
- $\partial X \cap Y^o$
- $\partial X \cap Y^c$
- $X^o \cap \partial Y$
- $X^o \cap Y^o$
- $X^o \cap Y^c$
- $X^c \cap \partial Y$
- $X^c \cap Y^o$
- $X^c \cap Y^c$

All of these nine features are defined in terms of point set topology constructs and therefore the 9-IM models topological properties of the Euclidean plane. Each of these features evaluates to intersection or non-intersection and therefore the 9-IM can distinguish between $512 (2^9)$ possible topological relationships where each relationship corresponds to a particular topological property. However most of the $512$ relationships cannot be realized for connected sets embedded in the Euclidean plane. For a point $X$ and region $Y$, $3$ relationships can be realized. These realizations along with corresponding linguistic representations are illustrated in Fig. 5. For two simply-connected regions $X$ and $Y$, $8$ relationships can be realized. These realizations along with corresponding linguistic representations are illustrated in Fig. 6. It is straightforward to derive the corresponding 9-IM representation of these relationships.

Following the proposal of the 9-IM, a number of studies were performed to determine if, and if so to what degree, does the 9-IM constitute a cognitively adequate set of properties for modelling the geometry of the Euclidean plane. In the case of a metric space containing two connected sets and a single pairwise relationship, through human subjected test-
One of the major goals of robotics research is to ultimately perform tasks which humans can. Therefore we argue that SLAM methods should aim to model the geometry of a space such that the resulting models are cognitively adequate. We refer to any SLAM method which achieves this goal as being a Cognitively Adequate SLAM method. Given the above discussion, the importance of modelling topological properties toward achieving this goal is evident. In this work we assume the 9-IM to be cognitively adequate with respect to topological properties. In this context, any SLAM method which models the same properties at the 9-IM can be considered cognitively adequate with respect to topological properties.

It is not difficult to see that the topological properties modelled by the 9-IM would be useful in the context of many applications. For example, consider the case where a set $X$ represents a room and a set $Y$ represents a building. In the context of a localization task it would be useful to be able to determine if the room represented by $X$ is inside the building represented by $Y$.

As discussed in section 2, metric properties are a superset of topological properties. However, metric SLAM methods generally model topological properties implicitly where these properties must be inferred through a process of abstraction. Therefore they cannot be considered cognitively adequate with respect to topological properties.

5. EXTENDING TOPOLOGICAL SLAM

In section 3 we discussed the fact that topological SLAM is generally defined as the problem of modelling the geometry of the Euclidean plane using a graph while simultaneously localizing within this model. Such a model can be achieved if one can effectively detect loop closures. A loop closure occurs when the robot is exploring an environment and returns to a previously visited location. However the drawback of using such a model is that it only models a single topological property; that is connectivity between points. Therefore such SLAM methods cannot be considered cognitively adequate with respect to topological properties given the definition of this term in the previous section. For example if the Euclidean plane contains two sets corresponding to a region and a point, in order to achieve cognitively adequacy one must be capable of modelling the relationships of $\text{contains}$, $\text{disjoint}$ and $\text{meet}$ between these sets. Here the region in question may correspond to that enclosed by a cycle in the graph while the point may correspond to a graph vertex.

In this section we propose a conceptual SLAM methodology which achieves cognitive adequacy with respect to topological properties. This method makes three assumptions. Firstly we assume the space within which the robot is located is a graph embedded in the Euclidean plane. This is a reasonable assumption if the space in question corresponds to a street network or a building interior; in fact this assumption is made in most existing topological SLAM methods. Secondly, we assume that one can detect locations corresponding to vertices in the graph and perform loop closures; that is, detect when one has returned to a previously visited vertex. Finally we assume that one has an accurate orientation sensor, such as a gyroscope or heading sensor.

Before modelling the topological properties of the Euclidean plane we must define sets in the plane to model such properties with respect to. All existing works which aim to achieve cognitive adequacy, and were discussed in section 4, assume the sets are known a priori. However in the context of SLAM this is not the case and the sets must be extracted from sensor data. There have been some works which have proposed methods for extracting sets toward modelling topological
the robot encounters a previously unseen vertex it is added.

The set of vertices and edges is computed as follows. If
outer face of the graph. We now describe in turn how each
rotation system of the graph (see section 2.2), and 3) the
proposed topological SLAM methods is performed in
two steps. In the first step we compute a graph and its
embedding in the Euclidean plane such that this graph belongs
to the same topological equivalence class as the space being
modelled. Two graphs belonging to the same topological
equivalence class exhibit equal topological properties. In the
second step we exploit this fact by computing all properties
necessary, to achieve cognitive adequacy, from the embed-
ded graph computed in the first step. Both these steps are
described in detail in the following two subsections.

5.1 Computing topological equivalence class
The aim of this step is to compute a graph and its
embedding in the Euclidean plane such that this graph belongs
to the same topological equivalence class as the space being
modelled. We propose to compute this using the algorithm
of Schnyder [23] introduced in section 2.2. However in order
to apply this algorithm we must first compute the follow-
ing three properties of the graph which serve as algorithm parameters: 1) the set of graph vertices and edges, 2) the
rotation system of the graph (see section 2.2), and 3) the
outer face of the graph. We now describe in turn how each of these is computed.

5.1.1 Vertices and edges
The set of vertices and edges is computed as follows. If
the robot encounters a previously unseen vertex it is added
to the set of vertices. If the robot visits vertex \( v \) followed
by vertex \( y \) an edge is added between these vertices. The
computational time complexity of this step depends on the
exploration strategy the robots uses. If an efficient explo-
ration strategy such as depth first search, is used the time
complexity will be \( O(|V| + |E|) \).

5.1.2 Rotation system
Let \( O(v_i, v_j) \) be the orientation of the edge \( (v_i, v_j) \) relative
to the vertex \( v_i \). In this work we define \( O(v_i, v_j) \) to the
orientation measurement in the edge \( (v_i, v_j) \) which is next
to \( v_i \). For example consider the vertex \( v_1 \) of the graph in
Fig. 3(a) The orientation of the three edges incident to this
vertex, that is \( O(v_1, v_0) \), \( O(v_1, v_3) \) and \( O(v_1, v_2) \), are \( \pi, \frac{3\pi}{4} \)
and \( \frac{\pi}{2} \) respectively. Given the orientations of all edges inci-
dent to a given vertex, a sorting of these orientation values
is then performed to give the required clockwise ordering.
The computational time complexity of this step is \( O(|V|) \).

5.1.3 Outer face
The outer face of a connected planar graph embedded in the
plane corresponds to a simple cycle \( C = (v_1, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_j) \)
with the following topological property. If the cycle in ques-
tion is clockwise the orientation of all edges incident to each
vertex \( v_i \) in the cycle lie in the closed interval \( [O(v_i, v_{i-1}), O(v_i, v_{i+1})] \).

Using the above topological property we determine the outer
face using the following steps. First we extract all simple cy-
cles in the graph using a search procedure with backtracking [18]. The computational time complexity of this step
is \( O(|V||E|) \). Next for each cycle we determine whether it
corresponds to a clockwise or counter-clockwise cycle by ex-
amining its turning number which equals the total curvature
of the cycle divided by \( 2\pi \). A turning number of \( +1 \) cor-
responds to a counter-clockwise cycle while a turning number
of \( -1 \) corresponds to a clockwise cycle. We approximate
the total curvature of a cycle as the sum of its turning angles
which corresponds to the differences in consecutive orienta-
tion measurements along the cycle [19]. Finally, by jointly
considering the orientation of each cycle and the orientation
of all edges incident to vertices in that cycle, the outer face
can be determined. The computational time complexity
of this step is \( O(|E|) \).

Given the necessary Schnyder algorithm parameters com-
puted above, one can now compute a graph and its embed-
ding in the Euclidean plane such that this graph belongs
to the same topological equivalence class as the space being
modeled. For example consider the graph embedded in the
plane displayed in Fig. 8(a) The rotation system and outer
face of this graph were extracted and subsequently supplied
as parameters to the algorithm of Schnyder. The resulting
graph embedded in the plane is displayed in Fig. 8(b) It
is evident that both embedded graphs belong to the same
topological equivalence class.

5.2 Computing topological properties
In order to achieve cognitive adequacy it is necessary to
compute the nine point set topology features contained in
the 9-IM model of table 4. This will in turn allow us to
calculate the topological relationship which exists between
the sets in question. In the previous section we computed a
graph embedded in the plane belonging to the same topologi-
cal equivalence class as the space being modelled. Therefore
computing the above point set topology features is reduced
to a straightforward application of computational geometry techniques to the above graph. To illustrate this point we now demonstrate how to compute two of these features.

As a first example consider the case of computing the feature \( X \cap Y \) where the sets \( X \) and \( Y \) are both of dimension two; that is, they correspond to regions defined by cycles in the graph. In the context of computational geometry, these sets correspond to polygons and determining if two polygons intersect is a standard technique in this domain. As a second example consider the case of computing the feature \( \partial X \cap Y \) where the sets \( X \) and \( Y \) are of dimensions zero and two respectively; that is, they correspond to a vertex and a region defined by a cycle in the graph respectively. In the context of computational geometry, these sets correspond to a point and a polygon respectively. Determining if a point intersects a polygon is a standard technique in this domain and is commonly known as a point in polygon query.

Given two sets, their respective dimension and the corresponding set of nine point set topological features of Table 4, the 9-IM defines the topological relationship which exists between the sets in question. For example if both sets are of dimension two, eight unique relationships can exist; these are illustrated in Fig. [8(a)] and the regions defined by the cycles \((v_0, v_1, v_8, v_7, v_0)\) and \((v_2, v_3, v_6, v_5, v_4, v_2)\) which we entitle \( X \) and \( Y \) respectively. The 9-IM defines the relationship between these sets to be \( X \text{ contains } Y \).

6. RESULTS

In order to demonstrate the proposed SLAM method we created a dataset containing six simulated graphs embedded in the Euclidean plane. The minimum and maximum number of vertices in each graph was four and ten respectively. The minimum and maximum number of edges in each graph was six and sixteen respectively. Fig. [8(a)] and Fig. [8(b)] display two of the embedded graphs contained in the dataset. The graphs were scaled such that the \( x \) and \( y \) locations of their vertices lay in the range \([0, 1000]\). The process of a robot exploring the embedded graphs was simulated with control inputs being manually specified. The exploration process was terminated when all vertices were visited and all edges were traversed. An accurate orientation sensor was assumed and this was sampled every unit distance travelled.

To illustrate the exploration process consider the simulated graph of Fig. [8(a)]. The robot begins its exploration at the vertex \( v_0 \) and adds this vertex to its current map of the environment. This map is displayed in Fig. [9(a)]. The robot next traverses the adjacent edge to vertex \( v_8 \). It subsequently adds this vertex and edge to its current map which is displayed in Fig. [9(b)]. The robot next visits the vertices \( v_1 \), followed by \( v_3 \), followed by \( v_6 \). Upon visiting vertices \( v_1 \) and \( v_3 \) the robot adds the corresponding vertices and edges to its current map. When the robots visits the vertex \( v_6 \) it detects a loop closure and therefore does not add a new vertex to its current map. Instead it adds an edge between the vertices \( v_1 \) and \( v_6 \) in its current map which is displayed in Fig. [9(c)]. This process of exploration continues until the entire graph has been explored.

For all simulated graphs in the dataset, the correct number of vertices and the connectivity between these vertices was correctly determined using the above exploration procedure. For each graph the corresponding rotation system and outer face was also correctly determined. In all cases this subsequently allowed the generation of an embedded graph belonging to the same topological equivalence class as the graph being modelled. Fig. [8] and Fig. [8] illustrate this fact for two of the embedded graphs contained in the dataset.

For each of the computed embedded graphs the correct topological relationships, according to the 9-IM, between sets in the space were identified. For example in the context of Fig. [8] it was correctly identified that the topological relationship existing between the set \( X \), corresponding to the region defined by the cycle \((v_0, v_1, v_8, v_7, v_0)\), and the set \( Y \), corresponding to the region defined by the cycle \((v_4, v_5, v_6, v_5, v_4)\), is \( X \text{ disjoint } Y \). In the context of the same embedded graph, it was also correctly identified that the topological relationship existing between the set \( X \), corresponding to the region defined by the cycle \((v_0, v_1, v_8, v_7, v_0)\), and the set \( Y \), corresponding to the point defined by the vertex \( v_3 \), is \( X \text{ contains } Y \). The above results demonstrate...
that the proposed SLAM method achieves cognitive adequacy with respect to topological properties.

7. CONCLUSIONS
This article makes the argument that SLAM methods should aim to achieve cognitive adequacy through modelling properties of a space which the human cognition models. The most fundamental of these are topological and therefore achieving cognitive adequacy with respect to such properties represents an important research goal. Drawing from research in spatial cognition, we quantify such properties in terms of point set topology. Specifically, we consider the Nine-Intersection Model of Egenhofer. This analysis has identified that current topological SLAM methods only model very limited topological properties; specifically, a single topological property of connectivity between locations. Modelling a richer set of topological properties, and in-turn potentially achieving cognitive adequacy, has many potential robotic applications. Such applications include localization and object manipulation.
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