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Information Gap Decision Theory based OPF with HVDC Connected Wind Farms

Abbas Rabiee, Member, IEEE, Alireza Soroudi, Member, IEEE, Andrew Keane, Senior Member, IEEE

Abstract—A method for solving the optimal power flow (OPF) problem including HVDC connected wind farms is presented in this paper. Different factors have been considered in the proposed method namely, voltage source converter (VSC-HVDC) and line-commutated converter high-voltage DC (LCC-HVDC) link constraints, doubly fed induction generators’ (DFIGs) capability curve as well as the uncertainties of wind power generation. Information gap decision theory (IGDT) is utilized for handling the uncertainties associated with the volatility of wind power generation. It is computationally efficient and does not require the probability density function of wind speed. The proposed decision making framework finds the optimal decision variables in a way that they remain robust against the considered uncertainties. To illustrate the effectiveness of the proposed approach, it is applied on the IEEE 118-bus system. The obtained results validate the applicability of the proposed IGDT-based OPF model for optimal operation of AC/DC power systems with high penetration of offshore wind farms.

Index Terms—HVDC, IGDT, OPF, uncertainty, wind power.

NOMENCLATURE

Sets:

<table>
<thead>
<tr>
<th>NB</th>
<th>Set of system buses</th>
</tr>
</thead>
<tbody>
<tr>
<td>NG</td>
<td>Set of generators</td>
</tr>
<tr>
<td>NBp</td>
<td>Set of buses connected to the pool market</td>
</tr>
<tr>
<td>NL</td>
<td>Set of transmission lines</td>
</tr>
<tr>
<td>( \Psi_{eq/ineq} )</td>
<td>Set of all equality/inequality constraints</td>
</tr>
</tbody>
</table>

Indices:

| b | Bus index |
| i | Generator index |
| m | Rectifier \( (m = r)/inverter \ (m = i) \) |

AC network’s variables and parameters:

| \( P_{G_i}/Q_{G_i} \) | Active/reactive power generation by \( i \)th thermal generation unit |
| \( P_{La}/Q_{La} \) | Active/reactive load in bus \( b \) |
| \( P_{wg}/Q_{wg} \) | Active/reactive power output of wind farm |
| \( P_{p}/Q_{p} \) | Active/reactive power purchased from pool market |
| \( \varphi_{m} \) | Angle difference between the fundamental line current and line-to-neutral AC voltage |

\( P_{avd} \) | Actually available active power output of wind farm |
| \( P_{fr} \) | Forecasted active power output of wind farm |
| \( Y_{bj}/\gamma_{bj} \) | Magnitude/angle of \( bj \)th element of \( Y_{bus} \) |
| \( S_{d} \) | Power flow through \( d \)th transmission line |
| \( Q_{HV}^{w} \) | Reactive power output of wind farm received to the rectifier terminal of HVDC |
| \( X_{tr,w} \) | Reactance of step up transformer connecting offshore wind farm to HVDC (in pu) |
| \( F_{p}(P_{G_i}) \) | The fuel cost function of \( i \)th thermal generation unit |
| \( P_{b}/Q_{b} \) | The purchased active/reactive power from the pool market at bus \( b \) |
| \( V_{b}/\theta_{b} \) | Voltage magnitude/angle in bus \( b \) |

HVDC variables:

| \( R_{c,m} \) | Commutation resistances |
| \( V_{d,m} \) | DC voltages at the HVDC terminals |
| \( I_{d} \) | DC current carried by the HVDC link |
| \( \alpha_{m} \) | Ignition angle |
| \( V_{\text{no},m} \) | Ideal no-load voltage at the terminals |
| \( B_{m} \) | Number of series-connected bridges in a terminal |
| \( R_{L,d} \) | Resistance of HVDC cable |
| \( Q_{d,m} \) | Reactive power flowing into HVDC link |
| \( B_{sh,m} \) | Susceptance of HVDC shunt filters |
| \( T_{m} \) | Tap ratio of HVDC’s transformer |
| \( Q_{sh,m} \) | VAR compensations at HVDC terminals |
| \( V_{m} \) | Voltage magnitudes of the AC terminals of HVDC |
| \( M_{m} \) | Amplitude modulation ratio in VSC-HVDC |
| \( Z_{T_{m}} \) | Impedance of HVDC coupling transformer |

Risk associated variables:

| \( \lambda_{c/o} \) | Critical/opportunistic value of objective function to be maintained at presence of uncertainty |
| \( s_{c/o} \) | Critical/opportunistic percent of objective function used in risk averse seeker strategy |
| \( \bar{\gamma}, \underline{\gamma} \) | Maximum/minimum radius of uncertainty |
| \( \Gamma \) | Uncertainty set |
| \( \gamma \) | Uncertain parameter |
| \( \zeta \) | Uncertain Radius of uncertainty |

I. INTRODUCTION

A. Background and Motivation

Utilization of wind power generation technology due to the economic and environmental concerns is taking substantial attention around the world. The aim of system operator (SO) is operating the system in a way that the total power generation cost is minimized for a given operating condition while satisfying the technical constraints and operational limits.
Such an optimization problem is called optimal power flow (OPF). The problem of uncertainty modelling of wind power generation is still an important issue [1]. Hence, the appropriate modelling of wind power generation in OPF formulation is essential.

In many countries, the optimal connection points for onshore wind farms are determined, and the utilities are willing to use offshore sites [2]. The offshore wind farm is located, generally, far away from the onshore grid. In case, the distance is long or if the offshore wind farm is connected to a weak AC onshore grid, a high-voltage dc (HVDC) transmission system would be preferred over the conventional high-voltage AC transmission [3].

B. Literature Review

The previous works which tackled the uncertainty modeling of wind power generation can be categorized as follows:

- Stochastic techniques
  - Monte Carlo Simulation [4], [5]
  - Point Estimate Method [6]
  - Scenario based modeling [7], [8]
- Fuzzy approach [9]
- Robust optimization [10]

Each technique has its own “pros and cons”. For example, stochastic techniques require knowledge of the probability density function of uncertain parameter. It is usually computationally expensive and adds huge burden to the original problem. The fuzzy arithmetic requires a membership function for each uncertain parameter. It is usually difficult to deal with fuzzy numbers and they should be transformed into real valued numbers. The robust optimization requires knowledge of the range of variation of the uncertain parameters [11]. Additionally, it cannot be used in opportunistic cases to use possible positive impacts of uncertain parameters. It’s not an easy task to choose the right uncertainty set for describing the uncertain parameters.

The gap which this work tries to fill is to propose a technique for handling the severe uncertainty associated with wind power generation. It is assumed that no range or probability density function or membership function is available.

Also, the previous researches for integration of uncertain wind farms using HVDC transmission, can be generally categorized based on the utilized technology and the main objectives of SO.

1) Utilized HVDC technology: Two types of HVDC transmission topologies, i.e., HVDC with voltage source converter (VSC-HVDC) using insulated gate bipolar transistors (IGBTs) and line-commutated converter HVDC (LCC-HVDC) are used today for offshore wind farm connectivity. Each technology has its own advantages and disadvantages, which are summarized as follows.

a) LCC-HVDC: The first commercial LCC-based HVDC link was commissioned in 1954 [12].

- Advantages: High reliability, little maintenance [13], suitable for offshore wind farm connection, high power capability [14], greater economies of scale, good overload capability, able to suppress DC side fault currents, lower converter losses and capital cost [15], well industrial experiences for connecting the offshore wind farms to the onshore AC network [16], robust to DC fault currents due to its current regulated nature [17].
- Disadvantages: Needs reactive power compensation in both AC terminals, possibility of commutation failures, large footprint, complicated coordination between active/reactive resources and HVDC station, minimum short circuit level restriction.

b) VSC-HVDC: The first commercial VSC-based HVDC link came in service in Sweden in 1997 [18].

- Advantages: Black start capability [19], no requirement for reactive power compensation, more compact and lighter compared to LCC, no need for harmonic filter, can be operated in both capacitive or inductive modes [20], [21]. VSC valves are independent of the zero crossings of the current and balanced operation of the linked AC system, ability to control the negative sequence current injection in the offshore wind power plant [22], shorter design and installation times [15], using IGBT switches enables the VSC-HVDC scheme to be switched on and off at higher rate [23] and needs no external voltage source for commutation [24].
- Disadvantages: Lower reliability, weak overload capability, higher cost by 10-15% due to high component count, less mature technology, higher converters power losses due towitching operations (1.0- 1.5%), limited power capability, not able to suppress DC side fault currents [21].

Both of these HVDC technologies have their own cons and pros and choosing the best technology for HVDC link depends on the requirements of the planner, which is not the subject of this work. In this paper, both HVDC technologies are studied, but the main focus of the study will be on the LCC-HVDC transmission which is well utilized HVDC technology for connection of offshore wind farms to the onshore AC grids. This technology is the most established and widespread technology around the world [25].

2) The objective functions aimed by SO:

- Cost benefit analysis for the operational benefits against the investment costs of HVDC systems [26]
- Opportunity cost of wind power shortage & surplus [27]
- Cost of environmental benefit loss [27]
- Minimizing losses within the wind farm and the HVDC transmission system and maximizing production [28]
- Expected penalty cost for wind power curtailment [29]
- Expected cost of calling up power reserves because of wind power shortage [29]
- Risk due to expected energy not supplied (EENS) and total operating costs [30]
- Location marginal prices, and reserve costs [30]
- Voltage regulation of the electrical grid [31]

C. Contributions

In this paper, a new model is proposed for OPF problem of AC/DC power systems considering the uncertainty of wind power generation. The IGDT approach is employed to determine the best strategy for SO to procure the energy demand from
different resources. The LCC-HVDC transmission is utilized for connection the offshore wind farm to the AC onshore grid. Also, the objective function utilized in the proposed OPF model is minimization of total cost paid for energy procurement while making it robust against the undesired uncertainties or making more chance for receiving benefits from desired uncertainties. A number of works are reported in the literature to deal with the wind power uncertainties (e.g., [32]). However, to the best of authors’ knowledge, no previous work in the literature deals with wind power uncertainty using IGDT approach specially when HVDC links are utilized. The contributions of this paper are three folds:

- Modelling the uncertainty of wind power generation without knowing the probability density function or membership function using information gap decision theory. The proposed model is tractable and does not add the complexity of the existing problem.
- The risk hedging technique is guarantees the decision makers objective function against the undesired effects of wind power volatility.
- The proposed model can be easily adopted by opportunistic decision makers in which they will seek positive benefits of uncertain wind power generation.

D. Paper Organization

The rest of this paper is organized as follows: Section II presents problem formulation, the proposed information gap decision theory (IGDT) technique is presented in Section III. Simulation results are presented in Section IV and finally, Section V summarizes the findings of this work.

II. OPF Problem Formulation

The AC/DC power flow equations, HVDC link model and characteristics of DFIG-based wind farms are formulated in this section. The assumptions, objectives, decision variables and constraints are described in this section. The decision variables of the problem include: Generation schedule and terminal voltage constraints are described in this section. The decision variables of the rest of this paper is organized as follows: Section II presents problem formulation, the proposed information gap decision theory (IGDT) technique is presented in Section III. Simulation results are presented in Section IV and finally, Section V summarizes the findings of this work.

A. Load Flow Equations of AC Network

The load flow equations of the AC side of the system (∀b ∈ NB) are:

\[ P_{bd}^{net} = \sum_{j=1}^{NB} V_b V_j Y_{b,j} \cos(\theta_b - \theta_j - \delta_{b,j}) \]

\[ P_{bd}^{net} = \sum_{i=1}^{NG} P_{C_i} + P_{pb} - P_{l_b} \]

\[ Q_{bd}^{net} = \sum_{j=1}^{NB} V_b V_j Y_{b,j} \sin(\theta_b - \theta_j - \delta_{b,j}) \]

\[ Q_{bd}^{net} = \sum_{i=1}^{NG} Q_{C_i} + Q_{pb} - Q_{l_b} \]

and the following limits are considered.

\[ P_{C_i}^{min} \leq P_{C_i} \leq P_{C_i}^{max} \quad \forall i \in NG \]  \hspace{1cm} (5)

\[ Q_{C_i}^{min} \leq Q_{C_i} \leq Q_{C_i}^{max} \quad \forall i \in NG \]  \hspace{1cm} (6)

\[ V_b^{min} \leq V_b \leq V_b^{max} \quad \forall b \in NB \]  \hspace{1cm} (7)

\[ |S(V, \theta)| \leq S_{C}^{max} \quad \forall \ell \in NL \]  \hspace{1cm} (8)

\[ P_{PB}^{min} \leq P_{PB} \leq P_{PB}^{max} \quad \forall b \in NB \]  \hspace{1cm} (9)

\[ Q_{PB}^{min} \leq Q_{PB} \leq Q_{PB}^{max} \quad \forall b \in NB \]  \hspace{1cm} (10)

B. LCC-HVDC OPF Model

In LCC-HVDC technology which uses thyristor valves, the valves can only switch off when their current becomes zero. The proper commutation depends on the normal and balance operation of the connected AC network. The delayed ignition of the thyristors leads to the lagged AC current flowing to the converters, respect to the AC voltage of the terminal. Thus, reactive power is absorbed by a LCC-HVDC link in its AC side of both rectifier and inverter terminals. The schematic of LCC-HVDC system is depicted in Fig. 1. Load flow equations of the LCC-HVDC system is as follows. The steady state model of this system which is suitable for OPF model, is given in the following. For m = r, i (r: Rectifier, i: Inverter):

\[ V_{d0,m} = \frac{3\sqrt{3}}{\pi} B_m T_{m} V_{m} \]

\[ V_{d,i} = V_{d0,m} \cos(\varphi_m) - B_m R_{c,m} I_{d} \]

\[ I_{d} = \frac{V_{d,r} - V_{d,i}}{R_{L,d}} \]

\[ \cos(\varphi_m) = \frac{V_{d,m}}{V_{d0,m}} \]

\[ P_{d,m} = V_{d,m} I_{d} \]

\[ Q_{d,m} = P_{d,m} \tan(\varphi_m) \]

where (11) gives the relationship between ideal no-load voltage at the DC sides of the LCC-HVDC link, and the AC sides voltages. Equation (12) is the actual voltages at both DC terminals due to the commutation overlap, and (13) is the DC current flowing through HVDC. Also, (14) is the power factors at the HV buses of HVDC link’s AC sides. Constraints (15), (16) are the DC active powers (which are equal to AC active powers), and the reactive power absorbed by the HVDC link’s AC terminals By neglecting the converters’ losses, respectively.

It is worth to note that, \( Q_{d,i} \) and \( Q_{d,r} \) are reactive power, flowing into AC sides of the HVDC link. In other words, \( Q_{d,i} \) and \( Q_{d,r} \) are the reactive power absorption by the HVDC in the AC terminals of inverter and rectifier sides, respectively. These reactive power absorptions are necessary for proper commutation of LCC converters. Also, the following limits are considered in the proposed OPF model:

\[ P_{C_i}^{min} \leq P_{C_i} \leq P_{C_i}^{max} \quad \forall i \in NG \]  \hspace{1cm} (5)

\[ Q_{C_i}^{min} \leq Q_{C_i} \leq Q_{C_i}^{max} \quad \forall i \in NG \]  \hspace{1cm} (6)

\[ V_b^{min} \leq V_b \leq V_b^{max} \quad \forall b \in NB \]  \hspace{1cm} (7)

\[ |S(V, \theta)| \leq S_{C}^{max} \quad \forall \ell \in NL \]  \hspace{1cm} (8)

\[ P_{PB}^{min} \leq P_{PB} \leq P_{PB}^{max} \quad \forall b \in NB \]  \hspace{1cm} (9)

\[ Q_{PB}^{min} \leq Q_{PB} \leq Q_{PB}^{max} \quad \forall b \in NB \]  \hspace{1cm} (10)
C. DFIG-based wind farm steady state model

Doubly fed induction generator (DFIG) is a three-phase wound-rotor induction machine. The mechanical power at the machine shaft is converted into electrical power supplied to the AC power network via both the stator and rotor windings. The machine operates like a synchronous generator whose synchronous speed (i.e., the speed at which the generator shaft must rotate to generate power at the AC power network frequency) can be varied by adjusting the frequency of the AC currents fed into the rotor windings. One salient feature of DFIG is the capability of reactive power exchange between the generator and the AC power network which is constrained by a capability curve that determines the feasible operating region in the PQ plane.

In order to study the steady state behavior of DFIG-based wind farms properly, it is necessary to model the DFIG’s active/reactive power capability curve. In this paper it is modelled based on the assumptions and considerations given in the following limits are considered:

1. Stator/rotor current limit
2. Steady state stability limit
3. Total Capability limit
4. Wind-Turbine maximum/minimum active power output limit

Hence, active and reactive power production limits of DFIG-based wind farm are as follows.

\[ 0 \leq P_{d,m} \leq P_{d,m}^{\text{max}} \]  
\[ V_{d,m}^{\text{min}} \leq V_{d,m} \leq V_{d,m}^{\text{max}} \]  
\[ Q_{d,m}^{\text{min}} \leq Q_{d,m} \leq Q_{d,m}^{\text{max}} \]  
\[ Q_{s,h,m}^{\text{min}} \leq Q_{s,h,m} \leq Q_{s,h,m}^{\text{max}} \]  
\[ 0 \leq P_{w} \leq P_{w}^{\text{max}} \]  
\[ Q_{w}^{\text{min}} \leq Q_{w} \leq Q_{w}^{\text{max}} \]

D. Load Flow Equations at the Interface of AC/DC Networks for LCC-HVDC

According to Fig. 1, at the inverter side of the HVDC connection (i.e. bus i), the power balance equations of joint AC/DC networks are as follows.

\[ P_{q,i}^\text{net} = P_{G_i} + P_{d,i} - P_{L_i} \]  
\[ Q_{\text{q,i}}^\text{net} = Q_{G_i} + B_{sh,i}V_{i}^2 + Q_{sh,i} - Q_{d,i} - Q_{L_i} \]

From Fig. 1, at the rectifier side by neglecting active power losses of the transformers connecting the wind farm to the HVDC rectifier terminal, the power balance equations of AC/DC networks are as follows.

\[ P_{d,r} = P_{w} \]  
\[ Q_{d,r} = Q_{w}^{HV} + B_{sh,r}V_{i}^2 + Q_{sh,r} \]  
\[ Q_{w}^{HV} = \frac{V_{i}}{X_{tr,w}}(V_{w}\cos(\theta_{w} - \theta_{r}) - V_{r}) \]  
\[ Q_{w} = \frac{V_{w}}{X_{tr,w}}(V_{w} - V_{r}\cos(\theta_{w} - \theta_{r})) \]

E. VSC-HVDC OPF Model

The single line diagram of VSC-HVDC is depicted in Fig. 2. For the purpose of fundamental frequency analysis each converter station is represented by a complex voltage source \( E_m \leq \sigma_m \) behind its transformer impedance \( Z_{Tr,m} \). In other words, two AC buses are added to the system, representing the AC sides of the VSC. Thus, equivalently, two buses are added to the system in the conventional OPF model. The equivalent circuit of VSC-HVDC is depicted in Fig. 3. In contrary to the case of LCC-HVDC, not only the VSC technology does not need reactive power compensation in the AC side terminals, but also it can control both active and reactive power flows independently in AC sides, which is a great advantage. Hence in the case of VSC-HVDC, both \( B_{sh,m} \) and \( Q_{sh,m} \) are zero in the interface of AC/DC systems. Also, the equation (29) is introduced which reflects the relation between the DC voltage across the capacitor bank in the DC sides, and the corresponding converted AC voltage at the rectifier and inverter sides.

\[ E_m = \frac{M_m}{2\sqrt{2}} V_{d,m} \]  
\[ I_d = \frac{V_{d,m} - V_{d,i}}{R_{L,d}} \]  
\[ P_{d,m} = V_{d,m}I_d \]

where, \( M_m \) is amplitude modulation ratio and \( 0 \leq M_m \leq 1 \). Besides, the limits on the active/reactive power flow of converters are the same with the LCC case, which is given by equations (17)-(19).

F. Load Flow Equations at the Interface of AC/DC Networks for VSC-HVDC

Similar to the LCC-HVDC, according to Fig. 2 at the inverter side of VSC-HVDC (i.e. bus i) the power balance equations of AC/DC systems are as follows.

\[ P_{q,i}^\text{net} = P_{G_i} + P_{d,i} - P_{L_i} \]  
\[ Q_{\text{q,i}}^\text{net} = Q_{G_i} - Q_{d,i} - Q_{L_i} \]
Also, at the rectifier side, the power flow equations of mixed AC/DC networks are as follows.

\[ P_{d,r} = P_{wg} \]  
\[ Q_{d,r} = Q_{wg}^{HV} \]

where \( Q_{wg} \) is obtained from (27).

G. Objective function

The general optimization problem is expressed as follows:

\[
\min_{DV} TC = \sum_{b} (P_{b}\lambda_{b}) + \sum_{i} F_{i}(P_{G_{i}}) 
\]

where \( F_{i}(P_{G_{i}}) \) is the fuel cost function (in \$/h), which is modelled by a quadratic function as follows.

\[
F_{i}(P_{G_{i}}) = a_{i}P_{G_{i}}^{2} + b_{i}P_{G_{i}} + c_{i} 
\]

III. IGDT BASED UNCERTAINTY MODELLING OF WIND POWER GENERATION

In this paper, an IGDT based model [37] is proposed to handle the uncertainty of wind power generation. The proposed method does not need any probability density function. It is exact and computationally efficient. Without loss of generality, the minimization procedure is explained and discussed in this section. The general optimization problem is expressed as follows:

\[
\min_{X} f(X, \gamma) 
\]

\[
H_{i}(X, \gamma) \leq 0, i \in \Psi_{eq} \quad (38) 
\]

\[
G_{i}(X, \gamma) = 0, j \in \Psi_{ineq} \quad (39) 
\]

\[
\gamma \in \Gamma 
\]

\[
\forall \gamma \in \Gamma(\hat{\gamma} \in \Gamma) = \{ \gamma : \frac{\gamma - \hat{\gamma}}{\bar{\gamma}} \leq \zeta \} \quad (40) 
\]

\[ \hat{\gamma} \] is the forecasted value of the uncertain parameter. \( \Gamma \) is the set of decision variables. The uncertainty set can be mathematically described as follows:

\[
\forall \gamma \in \Gamma(\hat{\gamma}, \zeta) = \{ \gamma : \frac{\gamma - \hat{\gamma}}{\bar{\gamma}} \leq \zeta \} \quad (41) 
\]

\( \gamma \) is the forecasted value of the uncertain parameter. \( \zeta \) is the maximum possible deviation of actual realization of uncertain parameter from its predicted value. It is also called “the radius of uncertainty” which itself is uncertain for the decision maker.

One trivial strategy to deal with (38) to (41) is assuming that the uncertain parameter would not deviate from its predicted value as follows:

\[ f_{b} = \min_{X} f(X, \gamma) \]

\[ H_{i}(X, \gamma) \leq 0, i \in \Psi_{eq} \]

\[ G_{i}(X, \gamma) = 0, j \in \Psi_{ineq} \]

\[ \gamma \in \Gamma \]

Risk averse: Is it possible to set the decision variables in order to avoid undesired impacts of uncertainties?

Risk seeker: Is it possible to set the decision variables in order to make some benefits of possible uncertainties?

A. Risk averse strategy

This strategy tries to make the obtained \( f_{b} \) robust against the possible errors in predicting the uncertain input parameters. This strategy is usually chosen by conservative decision makers. The decision variable set should be optimally found in a way that the actual objective function \( f \) remain immune (to some degree) against the deviation of uncertain parameter \( \gamma \) from its predicted value \( \hat{\gamma} \). It is obvious that the most robust decision is reached when the objective function is immunized against the maximum radius of uncertainty (\( \zeta \)). This is mathematically formulated as follows:

\[
\max_{X} \zeta \quad (44a) 
\]

\[
H_{i}(X, \gamma) \leq 0, i \in \Psi_{eq} \quad (44b) 
\]

\[
G_{i}(X, \gamma) = 0, j \in \Psi_{ineq} \quad (44c) 
\]

\[
\zeta = \max_{\gamma} \zeta \quad (44d) 
\]

\[ \lambda_{c} \] is the critical value that the objective function should be immunized against surpassing it. It can be defined based on the requirements of the decision maker. However it is usually defined as a function of the base objective function. In this work, \( \varsigma_{c} \) is used to define the \( \lambda_{c} \); \( \varsigma_{c} \) is a positive parameter set by the decision maker. It specifies the degree of acceptable tolerance on increasing (deteriorating) the value of base objective function \( f_{b} \) due to the possible undesired uncertainties. The formulation described in (44) has a bi-level structure. In the lower level (44d), the maximum radius of uncertainty (\( \zeta \)) for a given value of \( X \) is determined. Then this radius of uncertainty will be passed to the upper level (i.e. (44a)-(44c)). In the upper level, decision maker sets the decision variable \( X \) to increase the \( \zeta \) (increase the immunity). In this way, the success (not increasing the objective function more than \( f_{b} \) with specified tolerance level) is achievable even when large deviation of uncertain parameters from their predicted values occurs.

Thus, the above risk averse strategy is customized for the proposed OPF model, as follows.

\[
TC_{b} = \min_{DV} \left\{ \sum_{b} (P_{b}\lambda_{b}) + \sum_{i} F_{i}(P_{G_{i}}) \right\} \quad (45a) 
\]

\[ (1) \text{to}(37) \quad (45b) \]

\( TC_{b} \) is the total cost for the base case (where there is no forecast error). The next step is adding two more constraints to (45) as follows:

\[
\max_{\zeta} \zeta \quad (46a) 
\]

\[ (1) \text{to}(37) \quad (46b) \]

\[
TC \leq TC_{b} + |TC_{b}| \varsigma_{c} \quad (46c) 
\]

\[
P_{wg}^{vol} = P_{wg}^{f}(1 - \zeta) \quad (46d) 
\]
In other words, the immunity (TC remains below a reasonable limit) is sought when wind power generation is less than what it was expected to be (due to lower wind speed in the site, non-optimal power tracking function and etc).

B. Risk seeker strategy

This strategy tries to make the obtained \( f_b \) robust against the possible errors in prediction of the uncertain input parameters. This strategy is usually chosen by optimistic decision makers. In contrary to the risk averse strategy explained in section III-A, the decision maker is optimistically looking at the possible uncertain events that may positively affects the objective function (further reduces it). In risk seeker approach, the decision variables are set in a way that this can happen even with slight error (minimum radius of uncertainty) in prediction of uncertain parameters. This is mathematically formulated as follows:

\[
\min_{X} \hat{\zeta}
\]

\[
H_i(X, \gamma) \leq 0, i \in \Psi_{eq}
\]

\[
G_j(X, \gamma) = 0, j \in \Psi_{ineq}
\]

\[
\hat{\zeta} = \min_{X} \zeta
\]

\[
\zeta = f(X, \gamma) - \omega |f_b(X, \gamma)|, \gamma \in \Gamma
\]

\[
\Lambda_o = f_b(X, \gamma) - \omega |f_b(X, \gamma)|, \gamma \in \Gamma
\]

\[
\hat{\zeta} = \min_{X} \zeta
\]

\[
\zeta = f(X, \gamma) - \omega |f_b(X, \gamma)|, \gamma \in \Gamma
\]

\[
\Lambda_o = f_b(X, \gamma) - \omega |f_b(X, \gamma)|, \gamma \in \Gamma
\]

\( \Lambda_o \) is the opportunity value that the objective function should be less than it (in minimization approach). It is defined based on the greediness of the decision maker. However it is usually defined as a function of the base objective function. In this work, \( \omega \) is used to defined the \( \Lambda_o \). \( \omega \) is a positive parameter set by the decision maker. It specifies the degree of greediness on further decreasing (improving) the value of base objective function \( f_b \) due to the possible uncertainties. The formulation described in (47) has a bi-level structure. In the lower level (47d), the maximum radius of uncertainty \( \hat{\zeta} \) for a given value of \( X \) is determined. Then this radius of uncertainty will be passed to the upper level (47a) to (47c). In the upper level, decision maker sets the decision variable \( X \) to decrease the \( \hat{\zeta} \). In this way, the success (decreasing the objective function even more than \( f_b \)) is achievable even when small deviation of uncertain parameters from their predicted values happens. In the proposed OPF model, similar to section III-A, \( TC_b \) is found using (45). The next step is adding two more constraints to (45) as follows:

\[
\min_{DV \cup \zeta} \hat{\zeta}
\]

\[
(1) \to (37)
\]

\[
TC \leq TC_b - |TC_b| \omega
\]

\[
P^{ext}_{sh} = P^{ext}_{sh}(1 + \zeta)
\]

IV. SIMULATION RESULTS

A. Data

The proposed OPF model is examined on the IEEE 118-bus system. This system consists of 54 generator buses, and 186 transmission lines. The data of this system including the data of loads, generating units and transmission lines are given in [38]. The load level given in [38] is 20% higher than the original value for this system, given in [39]. The proposed algorithm is implemented in GAMS [40] environment solved by SNOPT optimizer running on an Intel® Xeon™ CPU E5-1620 3.6 GHz PC with 8 GB RAM. In this study, two wind farms (WFs) are considered and the capacity of each farm is 1000 MW. WF-1 and WF-2 are connected to buses \( B_{25} \) and \( B_{69} \), respectively. It is worth to mention that these buses are selected arbitrary. It is assumed that the energy resources (or energy procurement options) are the mentioned wind farms, thermal units and also the pool market. The purchased power from pool market is injected to the network through slack bus which is bus \( B_{69} \). Besides, the cost of energy procurement from pool market is assumed to be $40/MWh.

B. Analysis in the presence of LCC-HVDC

In this case, it is assumed that each WF is connected to the system via a 24-pulse LCC-HVDC link. HVDC links are bipolar with the rating of 1000 MW, 250 kV. The data of these DC links derived from [41]. Three case studies are analyzed in this work as follows:

- Base case (BC): In this case, it is assumed that all uncertain parameters (wind power generation) will be equal to their forecasted values.
- Risk averse (RA): In this case, the decision variables \( U \) are optimally found in order to increase the robustness of the objective function.
- Risk seeker (RS): In this case, the decision variables \( U \) are optimally found in order to increase the chance of further decrease in objective function.

1) Base case (BC): As it was already explained, the first step in IGDT analysis is calculating the base case for objective function. It is assumed that the forecasted wind power generation is 80% of its installed capacity for both wind farms. The total cost of energy procurement including thermal unit generation and pool market costs is equal to \( TC_b \). The active and reactive power purchased from pool market in BC are \( P_{p0} = 79.6247 \) MW, \( Q_{p0} = 274.5901 \) MVAR \((\forall b = B_{69})\), respectively. Also, the optimal schedule of wind farms’ active/reactive power outputs, along with the required reactive power compensation at the HVDC terminals are given in Table I. Besides, the optimal active power schedule of thermal generation units, in BC are given in Table II, and the corresponding voltage values at the generator buses in BC are depicted in Fig. 4 (in green). Table III gives the optimal values of HVDC variables for BC.

In this case, total active power demand and total active power losses of the system are 5090.4000 MW and 222.6381 MW, respectively. Thus, the percent of participation of different energy procurement options to supply the sum of system load and losses (i.e. \( 5313.0381 \) MW) in this case are 68.39% for thermal generation units, 30.11% for wind farms and 1.5% for pool market.

<table>
<thead>
<tr>
<th>WF No.</th>
<th>P_{p0}(MW)</th>
<th>Q_{p0}(MVAR)</th>
<th>Q_{p0}(MVAr)</th>
<th>Q_{p0}(MVAr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WF-1</td>
<td>800</td>
<td>-87.8231</td>
<td>500</td>
<td>-38.8547</td>
</tr>
<tr>
<td>WF-2</td>
<td>800</td>
<td>-96.3061</td>
<td>500</td>
<td>-38.8547</td>
</tr>
</tbody>
</table>
2) Risk averse (RA) strategy: In this case, variation of participation from different procurement options versus conservativeness parameter $c_c$ are illustrated in Fig. 5. Also, Fig. 6 shows the ratio of different energy procurement options to their corresponding base case values, when parameter $c_c$ varies from zero to its maximum value of 0.35. It is observed from these figures that by increasing $c_c$, the participation of wind farms in energy procurement decreases, whereas in contrary, the participation of thermal generation units and pool market are increased, which shows more conservative decisions for larger values of $c_c$. Also, Fig. 7 and Fig. 8 show the variation of active/reactive power outputs of wind farms and reactive power compensation at the HVDC terminals, vs $c_c$. It is observed from Fig. 7 that, by increasing the conservativeness factor, $c_c$, the active power output of wind farms decreases, which leads to more absorption of reactive power by wind farms. Also, it is observed from Fig. 8 that, by increasing the $c_c$, reactive power injections by the VAR compensator located at the rectifier sides remain constant for $c_c < 0.20$, but, beyond this value and for $0.20 < c_c < 0.30$, they begin to decrease, which is due to the fact that the VAR absorption by DFIGs in wind farms reaches to its lower limit for both wind farms. For $c_c > 0.30$, both reactive power absorptions and injections at the rectifier sides diminish, and finally become zero for $c_c = 0.35$, because, the generated power by wind farms and consequently transmitted power through HVDC links become zero. Also, it is observed from Fig. 8 that the reactive power injections at the inverter (or network side) of the HVDC, monotonically decrease as a result of reduction in active power transmission via HVDC link.

Among the aforementioned different values of $c_c$ (i.e. acceptable tolerance in deterioration of TC), the optimal values of decision variables are given for $c_c = 5\%$, in RA case. For the above acceptable tolerance, the total energy procurement cost is equal to $TC_c=167072.7308\times(1+0.05)=175426.3674$. Also in this case, for $c_c = 5\%$ the percent of participation of different procurement options are 72.94% for thermal generation units, 25.21% for wind farms and 1.85% for pool market. Besides, it is observed form Fig. 6 that in RA strategy wind power participation reduces 16.26%, while thermal power generation and the power generation from pool market increase 6.66% and 23.49%, respectively.

The optimal active power schedule of thermal generation units in this case for $c_c = 5\%$, are given in Table II. Also, the optimal voltage settings of generator buses are depicted in Fig. 4 (in black). The active and reactive power purchased from pool market in RA strategy are $P_{p}=96.9809\ MW$, $Q_{p}=277.9948\ MVAR$ ($V_b = B_{th}$), respectively. Besides, the optimal active/reactive power outputs of wind farms and the corresponding reactive power compensation at both rectifier and inverter sides of HVDC links are given in Table IV. Also, the optimal values of HVDC variables for RA strategy are given in Table III.

2) Risk averse (RA) strategy: In this case, variation of participation from different procurement options versus conservativeness parameter $c_c$ are illustrated in Fig. 5. Also, Fig. 6 shows the ratio of different energy procurement options to their corresponding base case values, when parameter $c_c$ varies from zero to its maximum value of 0.35. It is observed from these figures that by increasing $c_c$, the participation of wind farms in energy procurement decreases, whereas in contrary, the participation of thermal generation units and pool market are increased, which shows more conservative decisions for larger values of $c_c$. Also, Fig. 7 and Fig. 8 show the variation of active/reactive power outputs of wind farms and reactive power compensation at the HVDC terminals, vs $c_c$. It is observed from Fig. 7 that, by increasing the conservativeness factor, $c_c$, the active power output of wind farms decreases, which leads to more absorption of reactive power by wind farms. Also, it is observed from Fig. 8 that, by increasing the $c_c$, reactive power injections by the VAR compensator located at the rectifier sides remain constant for $c_c < 0.20$, but, beyond this value and for $0.20 < c_c < 0.30$, they begin to decrease, which is due to the fact that the VAR absorption by DFIGs in wind farms reaches to its lower limit for both wind farms. For $c_c > 0.30$, both reactive power absorptions and injections at the rectifier sides diminish, and finally become zero for $c_c = 0.35$, because, the generated power by wind farms and consequently transmitted power through HVDC links become zero. Also, it is observed from Fig. 8 that the reactive power injections at the inverter (or network side) of the HVDC, monotonically decrease as a result of reduction in active power transmission via HVDC link.

Among the aforementioned different values of $c_c$ (i.e. acceptable tolerance in deterioration of TC), the optimal values of decision variables are given for $c_c = 5\%$, in RA case. For the above acceptable tolerance, the total energy procurement cost is equal to $TC_c=167072.7308\times(1+0.05)=175426.3674$. Also in this case, for $c_c = 5\%$ the percent of participation of different procurement options are 72.94% for thermal generation units, 25.21% for wind farms and 1.85% for pool market. Besides, it is observed form Fig. 6 that in RA strategy wind power participation reduces 16.26%, while thermal power generation and the power generation from pool market increase 6.66% and 23.49%, respectively.

The optimal active power schedule of thermal generation units in this case for $c_c = 5\%$, are given in Table II. Also, the optimal voltage settings of generator buses are depicted in Fig. 4 (in black). The active and reactive power purchased from pool market in RA strategy are $P_{p}=96.9809\ MW$, $Q_{p}=277.9948\ MVAR$ ($V_b = B_{th}$), respectively. Besides, the optimal active/reactive power outputs of wind farms and the corresponding reactive power compensation at both rectifier and inverter sides of HVDC links are given in Table IV. Also, the optimal values of HVDC variables for RA strategy are given in Table III.

2) Risk averse (RA) strategy: In this case, variation of participation from different procurement options versus conservativeness parameter $c_c$ are illustrated in Fig. 5. Also, Fig. 6 shows the ratio of different energy procurement options to their corresponding base case values, when parameter $c_c$ varies from zero to its maximum value of 0.35. It is observed from these figures that by increasing $c_c$, the participation of wind farms in energy procurement decreases, whereas in contrary, the participation of thermal generation units and pool market are increased, which shows more conservative decisions for larger values of $c_c$. Also, Fig. 7 and Fig. 8 show the variation of active/reactive power outputs of wind farms and reactive power compensation at the HVDC terminals, vs $c_c$. It is observed from Fig. 7 that, by increasing the conservativeness factor, $c_c$, the active power output of wind farms decreases, which leads to more absorption of reactive power by wind farms. Also, it is observed from Fig. 8 that, by increasing the $c_c$, reactive power injections by the VAR compensator located at the rectifier sides remain constant for $c_c < 0.20$, but, beyond this value and for $0.20 < c_c < 0.30$, they begin to decrease, which is due to the fact that the VAR absorption by DFIGs in wind farms reaches to its lower limit for both wind farms. For $c_c > 0.30$, both reactive power absorptions and injections at the rectifier sides diminish, and finally become zero for $c_c = 0.35$, because, the generated power by wind farms and consequently transmitted power through HVDC links become zero. Also, it is observed from Fig. 8 that the reactive power injections at the inverter (or network side) of the HVDC, monotonically decrease as a result of reduction in active power transmission via HVDC link.

Among the aforementioned different values of $c_c$ (i.e. acceptable tolerance in deterioration of TC), the optimal values of decision variables are given for $c_c = 5\%$, in RA case. For the above acceptable tolerance, the total energy procurement cost is equal to $TC_c=167072.7308\times(1+0.05)=175426.3674$. Also in this case, for $c_c = 5\%$ the percent of participation of different procurement options are 72.94% for thermal generation units, 25.21% for wind farms and 1.85% for pool market. Besides, it is observed form Fig. 6 that in RA strategy wind power participation reduces 16.26%, while thermal power generation and the power generation from pool market increase 6.66% and 23.49%, respectively.

The optimal active power schedule of thermal generation units in this case for $c_c = 5\%$, are given in Table II. Also, the optimal voltage settings of generator buses are depicted in Fig. 4 (in black). The active and reactive power purchased from pool market in RA strategy are $P_{p}=96.9809\ MW$, $Q_{p}=277.9948\ MVAR$ ($V_b = B_{th}$), respectively. Besides, the optimal active/reactive power outputs of wind farms and the corresponding reactive power compensation at both rectifier and inverter sides of HVDC links are given in Table IV. Also, the optimal values of HVDC variables for RA strategy are given in Table III.
in energy procurement increase, while contrarily, the share of thermal generation units and pool market decreases, which results in decisions with higher risk level for larger values of $\zeta_c$. Also, Fig. 10 gives the ratio of different energy procurement options to their corresponding base case values, when parameter $\zeta_c$ increases from zero to its maximum permissible value of 0.065. Also, variation of active and reactive power outputs of wind farms increase, thus the active power transmitted via HVDC links are also increase, correspondingly. Consequently, the VAR injections by reactive power compensator at inverter side are increases. It is worth to note that, in this mode of operation, VAR outputs of compensator at rectifier side remains constant at their maximum value of 500 MVAR, due to the increasing level of active power delivery through HVDC links. Similar to RA strategy, the optimal schedule of different variables are given for the opportuneness degree, $\zeta_o = 5\%$. Active and reactive power purchased from pool market for $\zeta_o = 5\%$ is $P_{I,R}=49.4333$ MW, $Q_{I,R}=274.6714$ MVA, respectively. Also, active power schedule of thermal generation units are given in Table II. The optimal voltage levels in generator buses are also depicted in Fig. 4 (in red). Also, the optimal values of HVDC links’ variables are given in Table III. Finally, Table V summarizes the active/reactive power generation by wind farms, their corresponding V AR compensations for $\zeta_c = 5\%$.

### C. Analysis in the presence of VSC-HVDC

In this case, VSC-HVDC technology is utilized for connection of the offshore WFs to the onshore grid. It is assumed that the DC cable is the same with the cable used in LCC-HVDC case. For the sake of brevity, only a brief comparison is made between the obtained results in this case and the results extracted in the case of LCC-HVDC. The ratios of different resources in demand supply in both VSC and LCC link in RA strategy are shown in Fig. 13. The pool share in VSC technology is slightly less than LCC (maximum 7.64%). The other shares are almost the same compared to LCC technology. The ratios of different resources in demand supply in both VSC and LCC link in RA strategy are shown in Fig. 14. In this case, the pool share in VSC technology is again less than LCC (maximum 5.37%). The other share ratios are almost the same compared to LCC technology.

- Comparing the LCC and VSC technologies shows that both of them give close results in terms of different resources shares for supplying the demand. However, (as can be seen in Fig. 15) LCC technology provides more robust solution compared to VSC technology. This means for a given $\zeta_c$ the LCC gives a higher value of $\zeta$ compared to VSC. So the decision maker is less worried about the uncertainty of wind generation to increase the total costs in risk averse strategy.
- In risk seeker approach, the LCC is superior compared to VSC technology. The provided solution by LCC requires less chance compared to VSC to happen. This means for the given solution of LCC, the decision maker is more probable to achieve the success (experience the less total

---

**TABLE IV**

<table>
<thead>
<tr>
<th>WF No.</th>
<th>$P_{I,R}$ (MW)</th>
<th>$Q_{I,R}$ (MVAR)</th>
<th>$Q_{sh,i}$ (MVAR)</th>
<th>$Q_{sh,r}$ (MVAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WF-1</td>
<td>661.2148</td>
<td>-156.6384</td>
<td>500</td>
<td>-100.3445</td>
</tr>
<tr>
<td>WF-2</td>
<td>661.2148</td>
<td>-179.5614</td>
<td>500</td>
<td>-100.3445</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>WF No.</th>
<th>$P_{I,R}$ (MW)</th>
<th>$Q_{I,R}$ (MVAR)</th>
<th>$Q_{sh,i}$ (MVAR)</th>
<th>$Q_{sh,r}$ (MVAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WF-1</td>
<td>949.2064</td>
<td>35.9547</td>
<td>500</td>
<td>49.9988</td>
</tr>
<tr>
<td>WF-2</td>
<td>949.2064</td>
<td>26.8379</td>
<td>500</td>
<td>7.7617</td>
</tr>
</tbody>
</table>
The objective is defined as maximizing the robustness of total costs against the intermittent wind power generation using Info-Gap decision theory.

The proposed strategies are applicable even if no probability density function is available for wind power generation, thus providing a robust strategy to be immune against the wind power generation reduction. This reduction may have different technical reasons such as wind speed forecast error, non-optimal power tracking [15], equipment failures and etc. The authors would elaborate future work to quantify the impact of each technical reason individually.

V. CONCLUSION

This paper presents a comprehensive OPF formulation which describes a power system with uncertain wind power injection through LCC-HVDC links. The objective is defined as maximizing the robustness of total costs against the intermittent wind power generation using Info-Gap decision theory. The proposed approach is tested on 118-bus IEEE system to demonstrate its applicability. The conclusions drawn from this work are listed as follows:

1) The opportunity of lower costs increases with the increase of HVDC-link reactive support, conversely robustness of the decision increases with lower reactive of HVDC-link.
2) The proposed IGDT strategy is exact and the obtained results are reliable for decision maker.
3) The computation burden of risk averse/seeker strategy is the same as base case (risk neutral). This means that the proposed technique is not computationally expensive compared to other uncertainty handling tools.
4) The proposed strategies are applicable even if no probability density function is available for wind power generation (severe uncertainty).
5) The power factor of each wind farm plays a key role in both risk averse and risk seeker strategies.

6) The interesting feature of the proposed model is that it can provide risk averse strategy to be immune against the wind power generation reduction. This reduction may have different technical reasons such as wind speed forecast error, non-optimal power tracking [15], equipment failures and etc. The authors would elaborate future work to quantify the impact of each technical reason individually.
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