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Stochastic Real-Time Scheduling of Wind-thermal Generation Units in an Electric Utility

Alireza Soroudi, Member, IEEE, Abbas Rabiee, Member, IEEE, and Andrew Keane, Senior Member, IEEE

Abstract—The objective of dynamic economic dispatch (DED) problem is to find the optimal dispatch of generation units in a given operation horizon to supply a pre-specified demand, while satisfying a set of constraints. In this paper, an efficient method based on Optimality Condition Decomposition (OCD) technique is proposed to solve the DED problem in real-time environment while considering wind power generation and pool market. The uncertainties of wind power generation as well as the electricity prices are also taken into account. The above uncertainties are handled using scenario based approach. To illustrate the effectiveness of the proposed approach, it is applied on a 40, 54 thermal generation units, and a large-scale practical system with 391 thermal generation units. The obtained results substantiate the applicability of the proposed method for solving the real-time DED problem with uncertain wind power generation.

Index Terms—Dynamic economic dispatch, Optimality condition decomposition, Real-time, Scenario based uncertainty modeling, Wind power generation.

NOMENCLATURE

- \( P_{\text{D}} \): Power demand in time \( t \) (MW)
- \( P_{\text{P}} \): Peak power demand (MW)
- \( D_{\text{D}}^\text{peak} \): Percent of forecasted value of demand to the peak demand
- \( \lambda \): Peak electricity price of pool market
- \( UR_i/DR_i \): Ramp-up/down limit of power generation of \( i^{th} \) thermal unit (MW/h)
- \( P_{\text{w}} \): Rated power of wind farm (MW)
- \( v_r \): Rated speed of wind turbine (m/sec)
- \( s \): Scenario \( s \)
- \( t \): Time interval \( t \)
- \( NS \): Total number of scenarios
- \( T \): Total number of time intervals
- \( i \): Thermal generation unit \( i \)
- \( TC \): Total costs ($)
- \( OF \): Total benefit ($)
- \( \lambda_{D,s,t}^\text{v} \): The price of purchased energy from pool market in time \( t \) and scenario \( s \) ($/MWh)
- \( \lambda_{D,s,t} \): The price of energy sold to consumers in time \( t \) and scenario \( s \) ($/MWh)

I. INTRODUCTION

Economic load dispatch (ELD) is a non-linear constrained optimization problem which plays an important role in the economic operation of power systems [1]–[4]. Dynamic economic dispatch (DED), which is an extension of ELD for a given operation horizon, takes into account the connection of different operating times by considering ramp-rate constraints of thermal generation units. In recent decade, several economic and environmental reasons motivate increasing the share of renewable technologies in electricity generation [5]. However the inherent uncertainties associated with the operation these energy resources and the dynamic constraints like ramp-rate limits make the DED problem more sophisticated. On the other hand, the recent trends toward the smart grids and also the importance of integration of renewable energy sources (regarding environmental concerns) [6], have increased the need for real-time dispatching methodologies. A real-time dispatch method makes dispatching decisions quickly, and is not responsible for extraction of commitment decisions and will not consider start-up costs in any of its dispatching or pricing decisions in the studied horizon [7]. Thus, a powerful tool is needed for handling the uncertainties of renewable energy resources [8]–[10] along with the technical and economical constraints of thermal units. The motivation of this study is to provide such a tool. In other words, in this paper the real-time DED problem is formulated by considering uncertain wind power generation (as an important and most popular renewable energy resource), and it is solved by utilizing OCD approach in real-time environment. Besides, uncertainties in pool market prices are considered in the proposed DED model, in order to make it more realistic and practical.
A. Literature review

The OCD technique is a powerful theoretical and algorithmic approach for addressing continuous NLP optimization problems, as well as the problems which require exploitation of their inherent mathematical structure via decomposition principles [11]. OCD is based on relaxing the complicating constraints [12]. Complicating constraints are those that if relaxed, the resulting problem decomposes into several simpler problems. The successful applications of the OCD technique have been reported in various research fields such as:

- Multi-area optimal power flow [11]
- OPF for overlapping areas in power systems [13]
- Coordinated voltage control of large multi-area power systems [14]
- Optimal integration of intermittent energy sources [15]
- Predictive control for coordination in multi-carrier Energy Systems [16]
- Decomposed stochastic model predictive control for optimal dispatch of storage and generation [17]
- Integrated water and power modeling framework for renewable energy integration [18]

In recent years, many approaches have been proposed for considering the impact of wind power generation on ELD problem. In [19], a method is proposed which estimates the available wind power and then solves the ELD problem. In [20], a time series of observed and predicted 15-min average wind speeds at foreseen onshore and offshore wind farms locations is proposed. A heuristic method (i.e. bacterial foraging algorithm) is proposed in [21] for solving the ELD problem. In [22], [23], the use of battery storage is considered for making the wind turbine dispatchable. In [24], a new method is introduced for generating correlated wind power values and explains how to apply the method when evaluating economic dispatch.

B. Contribution

In this paper, a powerful stochastic real-time DED model is proposed for an electric utility to determine its optimal strategy in supplying the demand of its customers. The thermal units, wind power generation and pool market are taken into account as the energy procurement resources. The uncertainties in wind power generation as well as pool market prices are considered and modeled by scenario based approach. The resultant model is solved using the OCD approach, in real-time environment.

C. Paper organization

This paper is set out as follows: section II provides a general description of OCD algorithm. Section III deals with uncertainty modeling in the proposed real-time DED. Section IV presents DED problem formulation. Application of OCD on the DED problem is presented in Section V. Simulation results are presented in section VI and finally, Section VII concludes the paper.

II. Optimality Condition Decomposition

Consider an optimization problem with the specified decomposable structure, which consists of N blocks of variables as follows.

\[
\begin{align*}
\max f(X_1, \cdots, X_n) &= \sum_{n=1}^{N} f_n(X_n) \\
h_n(X_1, \cdots, X_n) &\leq 0, \forall n = 1, \cdots, N \\
g_n(X_n) &\leq 0, \forall n = 1, \cdots, N
\end{align*}
\]

Where \( X_n = [x_{n1}, \cdots, x_{nN}] \) are the variables for each block \( n \) in which the original problem (1)-(3) decomposes. \( \phi_n \) is the cardinality of \( n \)-th block of variables. Constraints (2) and (3) represent both equality and inequality constraints of the problem. In the above optimization problem, (2) are the complicating constraints, i.e. by relaxation of these constraints, the overall optimization problem will be decomposed to several (here \( N \) independent sub-problems). By investigation of the first-order KKT optimality conditions for the aforementioned problem, which is described in detail in [25], the original problem could be decomposed to \( N \) independent sub-problems as follows.

\[
\begin{align*}
\max \left( f_n(X_n) + \sum_{k=1, k \neq n}^{N} \lambda^*_k h_k(\bar{X}^*_n) \right) \\
h_n(\bar{X}^*_n) &\leq 0 \\
g_n(X_n) &\leq 0
\end{align*}
\]

Where \( \bar{X}^*_n = [\bar{X}_1, \cdots, \bar{X}_{n-1}, X_n, \bar{X}_{n+1}, \cdots, \bar{X}_N] \). It is worth to mention that the variables with above them, are known for \( n \)-th sub-problem. Also, \( \lambda^*_k \) is the obtained value for Lagrange multipliers of k-th complicating constraints, which is obtained in k-th sub-problem. Fig.1 illustrates basic functionality of the OCD approach.

![Fig. 1. Decomposition by OCD technique](image-url)

III. Scenario Based Uncertainty Modeling

The assumptions and technical constraints are described as follows:
A. Assumptions

- The electric utility is paid a fixed price for each MWh which sells to the customers.
- The electric utility has three options for supplying the demand of its customers namely: pool market, thermal generating units and finally the wind turbine power generation.
- The electric utility is assumed to be the owner of the thermal and wind generating units.
- The wind generation and electricity price in pool market are assumed to be uncertain parameters.
- The proposed tool is run every 15-minutes and it considers Δ intervals (the length of each interval is 15 minutes). This rolling window starts at \( t = 0 \) and moves toward the end

\[ T \]

\[ 
\text{price or wind scenarios} \\
\text{expected price} \\
\text{price or wind forecasts} \\
\text{future horizon} \\
\]

B. Uncertainty modeling of wind turbine power generation and electricity prices

The generation power of a wind turbine depends on its input source of energy. The variation of wind speed is a key factor for determination of wind turbine’s output. The price of energy in the pool market is determined based on the competition between the market players. The value of price in each hour is an uncertain parameter. The historic data of wind speed in the region and electricity prices can be used to probabilistically model the uncertainties of wind speed [26].

In this paper, it is assumed that the forecasted values of wind power generation (\( P_{w,t} \)) and electricity prices (\( \lambda^f_t \)) are available, as depicted in Fig. 3. To define wind power generation scenarios, one can consider beta distribution for wind power [27] or weibull distribution for wind speed beside wind turbine cure [28]. The latter is considered in this paper which is described with more details in Appendix A.

The realization of wind power (\( P_{w,s,t} \)) and electricity price (\( \lambda^s_{f,t} \)) are modeled using scenarios around the forecasted value, as shown conceptually in Fig. 4. It is assumed that the actual wind power generation and electricity price is normally distributed around the corresponding forecasted value \( \mu = P_{w,t}^f \) or \( \mu = \lambda^f_t \). In this work, 7 scenarios are considered for modeling the uncertain parameter \( (\mu, \mu \pm 3\sigma) \) as depicted in Fig. 5. The probability of falling into each scenario is indicated on the corresponding area, as shown in Fig. 5. It is assumed that for the employed normal distribution, \( \sigma = 0.01\mu \).

It is also assumed that the variation electricity price values are independent with the variations of wind speeds. The scenarios of wind power generations and price values are combined and a unique set of scenarios (i.e. 49 scenarios) is constructed. Each scenario contains T available wind power generation and T price values as follows (\( \forall t = t_1, \ldots, t_T \) and \( \forall s = s_1, \ldots, s_{NS} \)).

\[ \lambda^s_{f,t} = \lambda^s_t \times \lambda^f_t \times \Lambda \]  \( (7) \)

\[ wp_{s,t} = w_s \times P_{w,t}^f \]  \( (8) \)

\[ P_{w,s,t} = \min(wp_{s,t} \times P_{w}^\text{max}, P_{w}^\text{max}) \]  \( (9) \)

\[ P^D = D^i \times P_{w}^\text{peak} \]  \( (10) \)

If expected value of wind speed is in the interval \([v_r, v_{out}]\), considering the wind turbine curve (see Appendix A), wind generators produce their maximum value as long as wind speed is in the above interval. Hence, there is no scenario with wind generation greater than its forecasted value, which is a usual case. This fact is reflected in (9).

IV. REAL-TIME DED PROBLEM FORMULATION

The objective function of the proposed tool is to find the optimal dynamic schedule of the generating units to maximize the total benefits, which is formulated as follows:

A. Total cost of energy procurement

The production cost of thermal units is defined as:

\[ C_i(P_{i,t}) = a_iP_{i,t}^a + b_iP_{i,t} + c_i \]  \( (11) \)

where \( a_i, b_i \) and \( c_i \) are the fuel cost coefficients of the \( i^{th} \) unit. The total cost paid by the electric utility is calculated as follows:

\[ TC = \sum_{s,t} (\pi_s P_{p,s,t} \lambda_{s,t}^f) + \sum_{s,t} (I_i C_i(P_{i,t})) \]  \( (12) \)
problem is decomposed into several simpler problems [25]. In the DED problem, ramp rate constraints (i.e. (15)) are the complicating constraints [29].

Since the \( P_t^D \) and \( \lambda_{t,d}^D \) are known parameters and are given data of the problem then maximizing the OF (18) would be the same as minimizing the total costs. By relaxing the ramp rate constraints, corresponding consecutive \( m \) and \( m + 1 \)-th sub-problems (i.e. for \( t = t_m \) and \( t = t_{m+1} \)) of the DED in \( k \)-th iteration of the OCD are as follows:

- For interval \( t = t_m \) (i.e. \( m - \)th sub-problem):
  \[
  \min \; TC_{t_m}^{(k)} = \sum_s \pi_s P_{t,s,m}^{(k)} T_s \quad \text{(19)}
  \]
  \[
  + \sum_i (I_i, t_m, C_{i,t,m} (P_{t,i,m}^{(k)})) + \sum_s \phi_{t,m}^{(k)}
  \]
  \[
  C_{i,t,m} (P_{t,i,m}^{(k)}) = a_t (P_{t,i,m}^{(k)})^2 + b_t (P_{t,i,m}^{(k)}) + c_t
  \quad \text{(20)}
  \]
  \[
  \phi_{t,m}^{(k)} = \mu_{t,m}^{UR} (k-1) (P_{t,i,m}^{(k)} - P_{t,i,m}^{(k-1)} - DR_t)
  \]
  \[
  + \mu_{t,m}^{DR} (k-1) (P_{t,i,m}^{(k)} - \bar{P}_{t,i,m}^{(k-1)} - DR_t)
  \quad \text{(21)}
  \]
  Subject to:
  \[
  \sum_i P_{t,i,m-1}^{(k)} I_{i,t,m} + P_{w,s,t,m} + P_{p,s,t,m} = P_{t,m}^{(k)}
  \quad \text{(22)}
  \]
  \[
  P_{t,i,m-1}^{(k)} - \bar{P}_{t,i,m-1}^{(k)} \leq UR_t
  \quad \text{(23)}
  \]
  \[
  \bar{P}_{t,i,m-1}^{(k)} - P_{t,i,m}^{(k)} \leq DR_t
  \quad \text{(24)}
  \]
  \[
  \bar{P}_{t,i,m}^{(k)} \leq P_{t,i,m}^{(k)} \leq P_{t,i,m}^{(k-1)}
  \quad \text{(25)}
  \]
  \[
  0 \leq P_{w,s,t,m} \leq P_{w,s}^{max}
  \quad \text{(26)}
  \]
  \[
  \bar{P}_{t,m}^{(k)} \leq P_{p,s,t,m} \leq \bar{P}_{t,m}^{(k)}
  \quad \text{(27)}
  \]
- For interval \( t = t_{m+1} \) (i.e. \( m + \)1-th sub-problem):
  \[
  \min \; TC_{t_{m+1}}^{(k)} = \sum_s \pi_s P_{t,s,m+1}^{(k)} T_s \quad \text{(31)}
  \]
  \[
  + \sum_i (I_i, t_{m+1}, C_{i,t,m+1} (P_{t,i,m+1}^{(k)})) + \sum_s \phi_{t,m+1}^{(k)}
  \]
  \[
  C_{i,t,m+1} (P_{t,i,m+1}^{(k)}) = a_t (P_{t,i,m+1}^{(k)})^2 + b_t (P_{t,i,m+1}^{(k)}) + c_t
  \quad \text{(29)}
  \]
  \[
  \phi_{t,m+1}^{(k)} = \mu_{t,m+1}^{UR} (k-1) (\bar{P}_{t,i,m+1}^{(k)} - P_{t,i,m+1}^{(k-1)} - DR_t)
  \]
  \[
  + \mu_{t,m+1}^{DR} (k-1) (\bar{P}_{t,i,m+1}^{(k)} - P_{t,i,m+1}^{(k-1)} - DR_t)
  \quad \text{(30)}
  \]
  Subject to:
  \[
  \sum_i P_{t,i,m+1}^{(k)} I_{i,t,m+1} + P_{w,s,t,m} + P_{p,s,t,m} = P_{t,m+1}^{(k)}
  \quad \text{(31)}
  \]
  \[
  P_{t,i,m+1}^{(k)} - \bar{P}_{t,i,m+1}^{(k)} \leq UR_t
  \quad \text{(32)}
  \]
  \[
  \bar{P}_{t,i,m+1}^{(k)} - P_{t,i,m+1}^{(k)} \leq DR_t
  \quad \text{(33)}
  \]
  \[
  \bar{P}_{t,m+1}^{(k)} \leq P_{t,m+1}^{(k)} \leq P_{t,m+1}^{(k-1)}
  \quad \text{(34)}
  \]
  \[
  0 \leq P_{w,s,t,m} \leq P_{w,s}^{max}
  \quad \text{(35)}
  \]
  \[
  \bar{P}_{t,m+1}^{(k)} \leq P_{p,s,t,m} \leq \bar{P}_{t,m+1}^{(k)}
  \quad \text{(36)}
  \]
  where, \( \mu_{t,m}^{UR}(k-1) \) and \( \mu_{t,m}^{DR}(k-1) \) are Lagrange multipliers corresponding to complicating constrains (15) of \( m + 1 \)-th sub-problem at previous iteration (i.e. iteration \( k - 1 \)). The dashed parameters (i.e. \( \bar{P}_{t,i,m+1}^{(k-1)} \)) are the obtained values of the corresponding variables at the previous iteration (i.e. iteration \( k - 1 \)) of the OCD. It is evidently observed that utilization of the OCD leads to independent sub-problems with much less dimension than the original DED problem, which can be solved quickly.
parallel manner. In other words, the sub-problem for \( t = t_m \) only contains the variables (i.e., generation schedules) of that interval, and the variables of neighbour intervals are treated as some constant parameters both in objective function and constraints of that interval. The OCD steps are described as follows:

Step 1. Initialization (\( k = 1 \)): In this step, all variables and Lagrange multipliers of complicating constraints (15) are initialized. In this paper, the initial values for variables are chosen by independently solving the relaxed sub-problem (RSPs), with zero initial values for Lagrange multipliers of complicating constraints (\( \tilde{\mu}_{i,t} \) and \( \tilde{\mu}_{i,t}^{DR,(0)} \)), and neglecting constraints (15). Therefore, \( \forall t \ P_i^{(0)} \) is known.

Step 2. Independently solving of the RSPs in iteration \( k \): In this phase, there are \( T \) RSPs to be solved independently, by parallel computation ability and the optimal values for all variables are obtained, along with the Lagrange multipliers of complicating constraints (15). i.e \( \tilde{\mu}_{i,t} \) and \( \tilde{\mu}_{i,t}^{DR,(k)} \). \( \forall i, t \) are determined.

Step 3. Stopping criterion. The algorithm stops if variables (or the value of OF) do not change significantly in two consecutive iterations [25]. Otherwise, go to Step 2.

The flowchart of the OCD algorithm is depicted in Fig. 6.

The forecasted values of wind power generation, electricity price and demand values in percent of the corresponding peak values are given in Table II.

### Table II

**The forecasted values of electricity price and wind power and demand values (%) of peak value**

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>( P_{\text{wind}} )</th>
<th>( \Delta )</th>
<th>( Q_{\text{load}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.76</td>
<td>81.13</td>
<td>51.18</td>
</tr>
<tr>
<td>2</td>
<td>77.77</td>
<td>77.77</td>
<td>47.47</td>
</tr>
<tr>
<td>3</td>
<td>76.66</td>
<td>76.66</td>
<td>43.74</td>
</tr>
<tr>
<td>4</td>
<td>75.55</td>
<td>75.55</td>
<td>40.01</td>
</tr>
<tr>
<td>5</td>
<td>74.44</td>
<td>74.44</td>
<td>36.28</td>
</tr>
<tr>
<td>6</td>
<td>73.33</td>
<td>73.33</td>
<td>32.55</td>
</tr>
<tr>
<td>7</td>
<td>72.22</td>
<td>72.22</td>
<td>28.82</td>
</tr>
<tr>
<td>8</td>
<td>71.11</td>
<td>71.11</td>
<td>25.09</td>
</tr>
<tr>
<td>9</td>
<td>70.00</td>
<td>70.00</td>
<td>21.36</td>
</tr>
<tr>
<td>10</td>
<td>68.89</td>
<td>68.89</td>
<td>17.63</td>
</tr>
<tr>
<td>11</td>
<td>67.78</td>
<td>67.78</td>
<td>13.90</td>
</tr>
<tr>
<td>12</td>
<td>66.66</td>
<td>66.66</td>
<td>10.17</td>
</tr>
<tr>
<td>13</td>
<td>65.55</td>
<td>65.55</td>
<td>6.44</td>
</tr>
<tr>
<td>14</td>
<td>64.44</td>
<td>64.44</td>
<td>2.71</td>
</tr>
</tbody>
</table>

The length of this moving window is assumed to be \( \Delta = 13 \) time steps. Each time step is 15 minutes. In this way, at \( t = 0 \) the window expands to the beginning of \( t = 3h \). The proposed approach is implemented on 40-units and 54-units test systems, along with a large-scale 391-units system. For simplicity the price of selling electricity to the consumers is assumed to be constant during the entire horizon and equal to $15/MWh, $27/MWh and $23/MWh for the above systems, respectively.

#### A. Case-I: 40-units system

In this case, there are 40 thermal units. The technical data of these units is available in [30]. The wind capacity is assumed to be 1800 MW. Also, the peak value of electricity price \( \Delta \) and demand are assumed to be 12.75 $/MWh and 12000 MW, respectively. Besides, in this case the maximum/minimum limits on power exchange with pool market is \( \pm 1200 \) MW.

Without using the OCD approach, total CPU time is obtained 2,944 seconds. In this case the OCD algorithm is converged after 11 iterations, and the total CPU time is equal to 1,060 seconds. This means 63.99% reduction in the CPU time. This
significant reduction in the CPU time, is substantial from the real-time implementation viewpoint of the proposed approach. The optimal schedule of thermal generation units in the studied horizon is given in Table IV. Also, the expected value of purchased power from pool market (in each time step) in this case are shown in Fig. 7. It is observed from this figure that in some hours the electric utility purchases power from pool market, whereas in some others it sells energy to the pool market. The values of OF and CPU time for the iterations of OCD algorithm in this case are given in Table III.

### TABLE III

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Total Benefit ($)</th>
<th>CPU-time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>295090.969</td>
<td>0.078</td>
</tr>
<tr>
<td>3</td>
<td>295044.194</td>
<td>0.078</td>
</tr>
<tr>
<td>4</td>
<td>295040.244</td>
<td>0.078</td>
</tr>
<tr>
<td>5</td>
<td>295129.705</td>
<td>0.078</td>
</tr>
<tr>
<td>6</td>
<td>295136.803</td>
<td>0.078</td>
</tr>
<tr>
<td>7</td>
<td>295122.144</td>
<td>0.078</td>
</tr>
<tr>
<td>8</td>
<td>295129.523</td>
<td>0.078</td>
</tr>
<tr>
<td>9</td>
<td>295096.667</td>
<td>0.202</td>
</tr>
<tr>
<td>10</td>
<td>295130.516</td>
<td>0.187</td>
</tr>
</tbody>
</table>

OCD’s total time: 1,500

### TABLE IV

<table>
<thead>
<tr>
<th>Case</th>
<th>Time</th>
<th>Flat Load</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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B. Case-II: 54-units system

In this case, there are 54 thermal generating units. The data of these units and the load profile of the system are given in [30]. In this case, total wind power generation capacity is assumed to be 900 MW. The peak value of electricity price $\lambda$ and demand are assumed to be 18.75 $$/MWh and 6000 MW, respectively. Also, for this case the limits on the power exchange with pool market are ±500 MW.

Table V shows the variations of total benefits versus iterations of the OCD algorithm for this system. As it is observed from this table, the OCD is converged after 7 iterations in this case. The overall CPU time for this problem, using parallel computation ability is 0.368 seconds, which is quite low. If one solves the above model without using the OCD algorithm, the CPU-time would be 3.263 seconds. This means that OCD reduces the computation time about 88.72%. Also, the expected values of the purchased power from pool market (in each time step) in this case are shown in Fig. 8.

### TABLE V

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Total Benefit ($)</th>
<th>CPU-time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>695617.371</td>
<td>0.065</td>
</tr>
<tr>
<td>3</td>
<td>695959.139</td>
<td>0.040</td>
</tr>
<tr>
<td>4</td>
<td>695605.825</td>
<td>0.050</td>
</tr>
<tr>
<td>5</td>
<td>695653.832</td>
<td>0.068</td>
</tr>
<tr>
<td>6</td>
<td>695631.706</td>
<td>0.069</td>
</tr>
<tr>
<td>7</td>
<td>695624.885</td>
<td>0.038</td>
</tr>
</tbody>
</table>

OCD’s total time: 0.568

![Fig. 7. The expected value of purchased power from pool market (in each time step) in Case-I (+ for purchase/− for buy)](image)

![Fig. 8. The expected value of purchased power from pool market (in each time step) in Case-II (+ for purchase/− for buy)](image)

C. Case-III: Practical large-scale case study

In this case, a real-life power system is studied to investigate the applicability of the proposed approach on the large-scale power systems. There are 391 thermal units available in this
system. The technical data of units is given in [30]. The peak demand and nominal wind power generation capacity are 45000 MW and 8000 MW, respectively. The peak of electricity price \( A \) is assumed to be 10.50 S/MWh. Also, the limits on the power exchange with pool market are \( \pm 5000 \) MW in this case. The optimal total benefit and CPU time obtained without using the OCD algorithm are \$1627872.913\) and 75.751 seconds, respectively. On the other hand, if OCD is used it would converge in 14 iterations and the total CPU time is 3.186 seconds. This means that utilization of the OCD algorithm reduces the computation time about 95.794 \%. This huge reduction in the CPU time justifies the applicability of the proposed algorithm for real-time implementation of the formulated DED problem, especially in the case of large-scale power systems. The expected values of purchased power from pool market of Case-III (in each time step) are shown in Fig.9.

**TABLE VI**

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Total benefit ($)</th>
<th>CPU-time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1627785.124</td>
<td>0.125</td>
</tr>
<tr>
<td>2</td>
<td>1627801.988</td>
<td>0.110</td>
</tr>
<tr>
<td>3</td>
<td>1627906.038</td>
<td>0.284</td>
</tr>
<tr>
<td>4</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>5</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>6</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>7</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>8</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>9</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>10</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>11</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>12</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>13</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
<tr>
<td>14</td>
<td>1627916.500</td>
<td>0.187</td>
</tr>
</tbody>
</table>

**OCD’s total time** 3.186

Fig. 9. The expected values of purchased power from pool market (in each time step) in practical Case (+ for purchase/− for buy)

VII. CONCLUSION

This paper presents a probabilistic real-time methodology to find the optimal schedule of thermal generation units at the presence of wind power generation. The uncertainty of wind power generation and electricity price are modeled by scenario based technique. In order to make the proposed approach applicable in case of real-time operation of power systems, optimality condition decomposition is utilized. It is demonstrated that implementing the proposed OCD technique along with parallel computation ability, reduces computational burden of the DED problem and hence, facilitates its application in real-time environment. The proposed approach is investigated on various test systems. Numerical results show the applicability and usefulness of the OCD for solving the real-time DED problem, especially in the case of large-scale power systems. Also, it is observed form the numerical studies that by increasing the dimension of the system, more reduction in CPU time is obtained, which is very important from the view point of real-time operation of large-scale power systems. Future work will be focused on comparing the performance of the proposed method in comparison to the other existing methods like as Meta heuristic methods (Particle Swarm Optimization [31] and Honey Bee Mating Optimization (HBMO) [32]). The uncertainty of wind power generation as well as the demand uncertainty are considered using scenario approach. However using some risk measures like CVaR can enhance the proposed model. The sensitivity analysis can also be used to check the robustness of the results of the model in the presence of uncertainty [33].

APPENDIX A

WIND POWER GENERATION UNCERTAINTY MODELING

It is assumed that the probability density function (PDF) of wind speed follows the Rayleigh behavior (which is a subset of Weibul distribution) and is known for the wind site as follows [26], [34].

\[ PDF(v) = \left( \frac{v}{c^2} \right) \exp\left[ -\left( \frac{v}{c} \right)^2 \right] \]

The occurrence probability of scenario \( s \) and the corresponding wind speed \( v_s \) is calculated as follows:

\[ \pi_s = \int_{v_{f,s}}^{v_{i,s}} \left( \frac{v}{c^2} \right) \exp\left[ -\left( \frac{v}{c} \right)^2 \right] dv \]

\[ v_s = \frac{v_{i,s} + v_{f,s}}{2} \]

where \( v_{i,s}, v_{f,s} \) define the initial and final values of wind speed’s interval in scenario \( s \), respectively.

The characteristic curve of a wind turbine [28], is depicted in Fig. 10. Thus, in each point in the future prediction horizon, the forecasted output power of the wind turbine for the above wind profile (as a percent of its rated power, \( P_{\text{ref}} \)), is determined using its characteristics as follows:

\[ P_{\text{W}i} = \begin{cases} 0 & \text{if } v_i \leq v_{\text{in}} \text{ or } v_i \geq v_{\text{out}} \\ \frac{v_i - v_{\text{in}}}{v_{\text{ref}} - v_{\text{in}}} P_{\text{ref}} & \text{if } v_{\text{in}} \leq v_i \leq v_{\text{ref}} \\ 1 & \text{if } v_{\text{ref}} \leq v_i \leq v_{\text{out}} \end{cases} \]
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