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Abstract—In this paper, an efficient technique for implementation of soft error tolerant Finite Impulse Response (FIR) filters is presented. The proposed technique uses two implementations of the basic filter with different structures operating in parallel. A soft error occurring in either filter causes the outputs of the filters to differ, or mismatch, for at least one sample. The filters are specifically designed so that, when a soft error occurs, they produce distinct error patterns at the filter output. An error detection circuit monitors the basic filter outputs and identifies any mismatches. An error correction circuit determines which filter is in error based on the mismatch pattern and selects the error-free filter result as the output of the overall, error protected system. This technique is referred to as Structural Dual Modular Redundancy (DMR) since it enhances traditional DMR to provide error correction, as well as error detection, by means of filter modules with different structures. The proposed technique has been implemented and evaluated. The system achieves a soft error correction rate of close to 100% for isolated, single soft errors and has a logic complexity significantly less than that of conventional TMR.

Index Terms—Filter, FIR, Soft Errors, DMR.

I. INTRODUCTION

RELIABILITY is a major concern for advanced electronic systems [1]. Designing systems that are tolerant to soft errors is becoming increasingly important due to reductions in circuit feature size and voltage level. Soft errors are transient errors in circuit nodes that can affect both sequential and combinational elements. A wide range of techniques have been used to protect circuits against soft errors, including specialised manufacturing processes, circuit level design techniques and system level redundancy [2]. One commonly used technique is modular redundancy whereby the circuit to be protected is replicated N times and extra logic is added to detect and correct errors. In the case that N equals two, the technique is known as Dual Modular Redundancy (DMR). In DMR, the outputs of two identical modules are compared and an error is detected if the outputs differ. Conventional DMR does not provide error correction. In the case that N equals 3, the technique is known as Triple Modular Redundancy (TMR). TMR provides error detection and correction by means of voting.

Signal processing circuits are used in many applications including communications, data storage, audio processing and video processing [3]. Many of these circuits exhibit a regular structure and have properties that can be exploited to provide effective protection against errors [4]. Finite Impulse Response (FIR) filters are one of the most commonly used signal processing circuits. Error protection for FIR filter circuits has been widely studied in the past. Protection of the registers in FIR filters using Hamming codes and parity bits were investigated in [5] and [6], respectively. In [7], a parity-based checksum was proposed for detecting errors in FIR filters. In [8], reduced precision modular redundancy was proposed for decreasing the cost of protection. In addition, several techniques have been proposed specifically for protection of adaptive FIR filters (see [9] and references therein).

The system proposed herein employs design diversity for error protection in that different module implementations are used. Previous work has used design diversity to protect against design errors [10], multiple module faults [11] and common mode failures (a single fault affecting multiple modules) [11]. In contrast, the work described herein uses design diversity to detect and correct a single soft error occurring in a single module. To the authors’ knowledge, this is the first proposal that achieves fault detection and correction using two FIR filter modules rather than three.

As already mentioned, in this paper, a novel technique for protecting FIR filters from single, isolated soft errors is proposed. The approach uses two implementations of the basic filter. The implementations differ in their structure. When a soft error occurs in one of the filters, the outputs of the filters differ (mismatch) for one or more samples. The filters are designed so that they produce different error patterns at the output. An error detection circuit compares the filter outputs and flags any mismatches. An error correction circuit uses the mismatch pattern to determine which filter is in error. It selects the output of the error-free filter as the final, error protected system output.

The rest of the paper is organized as follows. Section II provides background on FIR filter implementation in Integrated Circuits. The proposed approach is presented in...
Section III. In Section IV, the technique is evaluated in terms of error protection performance and circuit area, and is compared to TMR. Finally, in Section V, the conclusions from this work are summarized.

II. BACKGROUND

A Finite Impulse Response (FIR) filter implements the following equation

\[ y[n] = \sum_{i=0}^{N-1} x[n-i] \cdot h[i] \]  

where \( x[n] \) is the input signal, \( y[n] \) is the output and \( h[i] \) is the impulse response of the filter. The non-zero values of the impulse response are all in the range 0 to N-1.

A number of different structures can be used to implement FIR filters [12]. Figure 1 shows the transpose of the direct form. This is a straightforward implementation of Eq. (1). Figure 2 shows a mixed transpose-cascade structure in which the filter is decomposed into two sub-filters that are connected in cascade. The functionality of the transpose-cascade filter can be described as follows

\[ y''[n] = \sum_{j=0}^{2} \left( \sum_{i=0}^{j-2} x[n-j-1-i] \cdot b_1[i] \right) \cdot b_2[j] \]  

These two filter structures can be made equivalent, in terms of functionality, by appropriate selection of \( b_1[i] \) and \( b_2[j] \). This can be achieved by decomposing the original filter in terms of its z-domain zeros [3].

It should be noted that, in Figure 2 a register has been placed between the two sub-filters to avoid a long critical path involving two multiplications (\( b_1[0] \) and \( b_2[0] \)) and two additions. A critical path such as this would reduce the maximum frequency that the circuit could operate at. This register introduces a one sample delay between the outputs of the structures shown in Figure 1 and Figure 2.

Let us assume that there is no logic sharing between the multipliers. This is the case when the filters are either programmable or adaptive. Both programmable and adaptive filters require that the coefficients can be independently modified [12]. This prevents logic sharing in a fully parallel design. In contrast, multiplier logic may be shared between taps to reduce area in fixed coefficient filters.

Let us also assume that TMR is used to protect the registers that store the filter coefficients, such that soft errors in these registers do not have any affect on the filter output.

Consider a soft error occurring in the transpose form (Figure 1). Since the filter is purely feed-forward the error will only affect one output sample of \( y[n] \). Similarly, consider a soft error occurring in the cascade filter (Figure 2). Provided that the error does not occur in the final stage (\( b_2[j] \)), more than one output sample will be affected. For example, soft errors in the first block of the filter will cause three consecutive outputs samples to be corrupted.

Since soft errors are rare [1][2], it can be assumed that only one error can occur in the filter system at any one time. Similarly, it can be assumed that soft errors are isolated. That is, a soft error cannot occur until after correction has been completed for the previous soft error. For the system described herein, there are assumed to be at least \( L+3 \) clock cycles between soft error events.

III. STRUCTURAL DMR

The proposed technique is referred to herein as Structural DMR since it uses two implementations of the basic filter with different structures. The overall architecture of the system is shown in Figure 3. The system consists of two implementations of the filter, logic for error detection and
correction, and a duplicated cascade final stage. One of the filter implementations uses the transpose of the direct form (shown in Figure 1) and the other uses the cascade form (shown in Figure 2).

The error detection and correction logic is shown in Figure 4. The error detection logic compares the transpose and cascade filter outputs. As discussed previously, a soft error in the transpose filter causes only one error in the filter output \( y'[n] \), while a soft error in all but the final stage of the cascade filter causes multiple consecutive errors in \( y''[n] \). Hence, the error correction logic checks for consecutive mismatches between the filter outputs. If there is more than one mismatch then the error must have occurred in the cascade filter. If there is only a single mismatch then the error may have occurred in the transpose filter or in the final stage of cascade filter. Hence, the outputs of the cascade filter and the duplicated cascade final stage are compared. If they differ then the error must be in the cascade filter. Otherwise the error must be in the transpose filter. The error correction logic selects the error-free filter output as the final output from the overall error-protected system.

\[
p_r = p(e_{in} \min\{b_2[0]^*e_{in}, b_2[1]^*e_{in}, b_2[2]^*e_{in}\} < \tau)
\]

The error \( e_{in} \) is uniformly distributed in the range \(-2^{b-1}\) to \(+2^{b-1}\) where \( B \) is the number of bits used to represent \( e_{in} \). In contrast, \( \tau \) is set to be greater than the maximum error \( e_{out} \) between the filter outputs. This error is dominated by the quantization noise in the filter structures. Conventional filter design requires that \( B \) is selected so that the quantization noise at the output is low. Therefore, provided that the coefficients \( b_2[0], b_2[1] \) and \( b_2[2] \) are selected to have similar magnitude, \( p_r \) will be close to zero.

It should be noted that the use of different filter structures in the system means that quantization noise and dynamic range must be analyzed for both structures to ensure that the overall application requirements are met.

### IV. Evaluation

A case study was used to evaluate the proposed technique in terms of protection effectiveness and circuit area.

#### A. Case Study

The transpose filter used for the analysis was an eleventh order low pass filter whose impulse response and frequency response are shown in Figures 5 and 6, respectively.

The cascade module was implemented as a tenth order transpose form filter, cascaded with a first order filter. The use of a first order section in the last stage minimizes the cost of duplication of the final stage. This approach can be used for odd filter orders.

The filters were implemented in Verilog with data-path quantization of 16 bits for both coefficients and data. The correction logic was implemented as described in Section III with an error detection threshold \( \tau \) of 0.01.
B. Protection Effectiveness

To evaluate the effectiveness of the proposed technique, the system was simulated using ModelSim and errors where inserted using the Single Event Upset Simulation Tool (SST) tool [13],[14]. A random input signal in the range -0.5 to 0.5 was used. Errors were inserted at a sufficiently low rate so to ensure that the circuit was in an error free state before each error was inserted. Each error affected either a single register bit or a single combinational node.

Fault campaigns targeting individual components of the circuit were run. Errors were inserted in the transpose filter registers and combinational logic; in the cascade filter registers and combinational logic; and in the error detection and correction logic. Each campaign simulated 1,000 soft errors. The maximum error in the protected system output was below 0.09 in all campaigns. A campaign was run to insert errors randomly in all circuit elements. Again, the campaign simulated 1,000 soft errors. The errors occurring at the individual filter outputs are shown in Figures 7 and 8. The overall system output error, after correction, is shown in Figure 9. In this case, the maximum error in the protected system output was 0.066. These campaign results validate the effectiveness of the proposed technique in protecting against isolated, single soft errors.

Figure 7 shows a zoom of the results presented in Figure 9. A small number of errors exceed the threshold. As discussed previously, these errors arise when a soft error occurs in the transpose stage of the cascade filter but only one of the erroneous output samples exceeds the threshold. This results in the error correction logic misdiagnosing the module in error and mistakenly outputting the erroneous cascade filter values. The maximum error arising in this way can be calculated from the \(b_2[j]\) coefficients and the threshold \(\tau\), as discussed in the previous section. In the case study, the coefficients are 1 and 8.859 so that the upper bound in (3) takes a value of 0.0859. This means that an error slightly smaller than the threshold value of 0.01 would not be detected and would lead to an error of approximately 0.0859 in the next output sample. The
The reliability achieved by the technique is an interesting area for future work.

It is worth mentioning that the Structural DMR technique could be applied to other FIR filter structures, such as purely cascaded structures, or combined with the reduced precision redundancy approach [8]. A reduced precision filter could replace one of the filter modules leading to lower overall circuit area. The evaluation of a combined protection technique such as this, and of other FIR filter structures, is left for future work.

Finally, since the proposed technique incorporates design diversity, it could also be used to mitigate the effects of common mode faults that affect both filter implementations at the same time [11]. This would be an additional advantage of the proposed technique, as compared to TMR, and opens a new line of investigation.
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C. Complexity

To evaluate the complexity of the proposed approach, the Verilog implementation of the system was synthesized using a 130nm library. The system was compared with Verilog implementations of the unprotected transpose filter and a TMR protected transpose filter. The results are summarized in Table I in terms of the number of equivalent gates. It can be observed that the proposed technique requires slightly more than two times the number of gates needed for the unprotected implementation. The proposed system provides a significant reduction on the cost of TMR while achieving an effective level of error protection.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>AREA ESTIMATES FOR FILTER IMPLEMENTATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unprotected</td>
<td>Gate count</td>
</tr>
<tr>
<td>Structural DMR</td>
<td>71,365</td>
</tr>
<tr>
<td>TMR</td>
<td>95,352</td>
</tr>
</tbody>
</table>

V. Conclusions and Future Work

An efficient technique to protect FIR filters from the effects of isolated, single soft errors has been presented. The technique uses two implementations of the basic filter, with different structures, operating in parallel. Use of design diversity allows error correction since the output error patterns are unique for each structure. By observing the filter output mismatch patterns, the module in error can be identified and the error corrected by selecting the output from the other module. This technique is referred to as Structural DMR as it enhances the traditional DMR approach by using filter modules with different structures.

A simple theoretical analysis has been presented to show the effectiveness of the proposed technique. A case study is used to show its effectiveness in protecting against isolated, single soft errors and also to compare its cost in terms of circuit area with TMR. The results suggest that the proposed technique is able to effectively correct isolated, single soft errors. A more complete theoretical analysis and assessment of the reliability achieved by the technique is an interesting area for future work.

The magnitude of these errors can be minimized by using $b_i[j]$ coefficients of similar magnitude.

Figure 10. Detail of the error at the system output.
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