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Abstract

In this paper a fast mode decision algorithm based on an early termination procedure is proposed for H.264/AVC video encoding. Unlike previous methods, the termination decision is based on the Rate Distortion cost function. A statistical analysis of the spatio-temporal characteristics of the Rate Distortion cost function and of the probability of mode transition is given for test sequences. Experimental results show that the new algorithm provides a 38% reduction in total computational complexity with a negligible increase in the bit rate and negligible reduction in visual quality when compared to conventional encoding.

1 Introduction

There is currently considerable commercial interest in providing video playback and recording features on mobile devices such as cell phones, handheld game consoles and music players. The H.264 standard [1] developed by the Joint Video Team (JVT) provides better coding efficiency than MPEG-2 and H.263 at lower bit rates. However, this coding efficiency is achieved at the cost of a tenfold increase in computational complexity [2, 3]. In mobile devices, this leads to a significant reduction in battery lifetime.

H.264 provides seven Variable Block Size (VBS) modes for Motion Estimation (ME). The multi-block segmentation procedure splits large macroblocks (MB) into smaller partitions each having a separate motion vector [2]. Mode Decision (MD) processing is a significant portion of encoder complexity. Processing time increases linearly with each additional VBS mode used for segmentation [3]. Full VBS search provides superior coding results but complexity is increased by 2.5–3 times relative to use of only the largest (16x16) block size [3].

It has been shown that the conventional Mode Decision technique can be significantly improved in terms of computational complexity by using a so-called “early termination” procedure. If some VBS modes can be dropped from examination earlier by predicting that they will never be chosen in the final decision then computational complexity will be reduced.

The key to successful early termination algorithms is in using an efficient metric for the termination decision. Incorrect termination decisions cause poor MB segmentation which leads to bit rate increases and visual quality degradation.

This paper presents a novel fast MD algorithm that utilizes the Lagrangian Rate-Distortion (RD) cost function $J$ as a metric for the early termination procedure. Experimental results show that using $J$ outperforms previously proposed metrics such as Sum of Absolute Differences (SAD) or motion intensity. Compared to the reference encoder computational complexity is significantly reduced, bit rate is slightly reduced and visual quality loss is negligible.

The paper is organized as follows. Section 2 gives a brief overview of MD in H.264. Section 3 reviews related work in the field. Section 4 provides a statistical analysis of the RD cost function and of mode transitions. The new fast MD algorithm is described in Section 5 and experimental results are presented in Section 6. Section 7 concludes the paper.

2 Overview of mode decision in H.264

H.264 Mode Decision minimizes the Lagrangian Rate-Distortion cost function [4]:

$$\min \{ J(s,c,MODE | QP, \lambda_{MODE}) \}$$

$$J(s,c,MODE | QP, \lambda_{MODE}) = SSD(s,c,MODE | QP) + \lambda_{MODE} \cdot R(s,c,MODE | QP)$$

where $QP$ is the macroblock quantization parameter and $\lambda_{MODE}$ is the Lagrange multiplier. $MODE$ is the mode chosen from the set of potential modes:

$$MODE \in \{ INTRA4\times4, INTRA16\times16, SKIP, 16\times16, 16\times8, 8\times16, 8\times8, 8\times4, 4\times8, 4\times4 \}$$

$R(s,c,MODE | QP)$ is the transmitted bit rate associated with $MODE$ and $QP$. $SSD$ is the Sum of the Squared Differences between the original block $s$ and its reconstruction $c$:

$$SSD(s,c,MODE | QP) = \sum_{x=1,y=1}^{16,16} (s[x,y] - c[x,y,MODE | QP])^2$$
where $c[x,y,\text{MODE}[QP]]$ and $s[x,y]$ represent the reconstructed and original pixel values. Finally, the Lagrangian multiplier $\lambda_{\text{MODE}}$ is given as:

$$\lambda_{\text{MODE}} = 0.85 \cdot 2^{(QP-12)/3}$$  (4)


## 3 Related work

Several fast mode decision algorithms for H.264 have been proposed in the literature [8-13]. All are variants of the early termination approach utilizing various metrics for MB mode prediction.

The algorithm proposed in [8] utilizes a special block matching order combined with SAD pre-calculation for reducing ME complexity and for skipping spatial predictive coding. The method in [9] is based on the correlation of motion vectors across the various MB partitions, but is much less effective.

The authors of [10] base their algorithm on MB mode correlation and classify MBs according to their motion-energy ratio, which is used for MB mode prediction and partial RDO decision. It operates in one hybrid RDO mode in contrast to the most other methods that can operate in two modes (i.e. RDO on/off).

The MD algorithm in [11] uses a threshold-based termination decision with early SKIP decision. The authors of [12] propose calculation of the RD cost for 8x8 and 16x16 macroblocks and use a combined metric based on these values.

The algorithm described in [13] uses VBS prediction from the surrounding MBs. The method suffers from the disadvantage that block modes are predicted from frame border MBs.

Comparison of the complexity figures quoted in the literature for these algorithms is problematic. Execution time is given as a percentage relative to various versions of the JM reference encoder. Encoding configurations vary and are often not well specified in all papers, e.g. RDO on or off, search range 8-32, CALVC or CABAC. Two algorithms may have equal complexity if run in the same experimental environment but the reported complexity figures may vary greatly.

The most effective algorithms are based on the SAD metric. It is worth noting that the RD cost function metric $J$ is based on SSD which has similar properties but higher perceptual correlation [14]. Use of $J$ has the advantage that is calculated a part of the MD process and does not require an additional processing step.

## 4 Statistical analysis

In the first series of experiments we investigated if previously calculated values of the Rate-Distortion cost function can be used as a prediction metric for the early termination procedure. Pearson correlation coefficients were calculated between $J$ values obtained during full search for blocks and their neighbors in the same and the previous frame. In the experiments the optimal $J$, i.e. the best $J$ for each macroblock was used. The correlation coefficient for neighboring block $j$ was calculated according to the following formula:

$$r_j = \frac{\sum_{i=1}^{N} (X_i - \bar{X})(Y_i - \bar{Y})}{(N-1) \cdot S_X \cdot S_Y}$$  (5)

where $N$ is the number of 16x16 blocks in the video sequence, $X_i$ is the $J$ value for the current block and $Y_i$ is $J$ value for the neighboring block. For each value of $j$, the position of the neighboring block is fixed relative to the current block (e.g. previous frame, one MB up). $M_X$, $S_X$, $M_Y$, and $S_Y$ are the mean and standard deviation of $X_i$ and $Y_i$ respectively.

Video sequences with different content and motion intensity were encoded using the standard JM encoder as described in Section 6. Results for two typical video sequences are provided in Figure 1.

![Figure 1: Correlation coefficients $r_j$ for the current frame (right) and the previous frame (left) for: (a) Foreman, QCIF and (b) Coastguard, CIF. X indicates the position of the current block.](image-url)
values between $J$ are much higher. Therefore $J$ is suitable as a metric for mode prediction.

In the next experiments, an analysis was performed of the probability of block mode transition from one frame to the next with the same encoding configuration as in previous experiments. Results are shown in Table 1.

The lowest probabilities are for transitions from Inter modes to Intra, thus, if found, these transitions can be disabled.

We base our algorithm on the results of the given analysis.

5 Fast mode decision algorithm

In contrast to existing fast mode decision methods, the new algorithm exploits the spatio-temporal statistics of the Lagrangian RD cost function $J$. The algorithm utilizes $J$ values from the previous frame in order to omit unnecessarily MD computations. In addition, the MD for all MBs is stored in order to identify modes that can be excluded from the search due to low transition probability. The algorithm is summarized in the following pseudo-code:

```plaintext
prev_mode[all MBs] = intra_4x4;
mean_J = 0;
mean_J_intra = 0;
for (all frames)
if (first I-frame)
    { calculate mean_J_intra for all MBs;
        perform normal MD and MB encoding;
    }
else
if (first P-frame)
    { calculate mean_J for all MBs;
        perform normal MD and MB encoding;
    }
else // perform early termination MD
    for (all MBs)
        end_search = false;
        J[all modes] = maximum;
        for (all modes or until end_search)
            if (mode transition is enabled) {
                encode MB with current mode;
                calculate J[mode];
            }
endif
endif
endif
```

Table 1: Transition probabilities for different MB modes, %.

<table>
<thead>
<tr>
<th>frame</th>
<th>Skip</th>
<th>Inter</th>
<th>Intra</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>16x16</td>
<td>6x6</td>
</tr>
<tr>
<td>Skip</td>
<td>85.9</td>
<td>10.2</td>
<td>0.7</td>
</tr>
<tr>
<td>Inter</td>
<td>16x16</td>
<td>40.5</td>
<td>40.8</td>
</tr>
<tr>
<td></td>
<td>16x8</td>
<td>27.1</td>
<td>33.4</td>
</tr>
<tr>
<td></td>
<td>8x16</td>
<td>27.4</td>
<td>31.0</td>
</tr>
<tr>
<td></td>
<td>8x4</td>
<td>9.6</td>
<td>20.4</td>
</tr>
<tr>
<td>Intra</td>
<td>4x4</td>
<td>25.1</td>
<td>12.9</td>
</tr>
<tr>
<td></td>
<td>16x16</td>
<td>67.2</td>
<td>17.2</td>
</tr>
</tbody>
</table>

Mode search is in the order Inter16x16, Inter16x8, Inter8x16, Inter8x8, Intra4x4, Intra6x16, Skip. The following mode transitions are disabled: Skip, Inter16x16, Inter16x8, Inter8x16, or Intra16x16 to Intra4x4 and Inter8x8 to Intra16x16 (see Table 1).

Despite the high local correlation found for $J$ (see Figure 1), the algorithm uses mean $J$ across the whole frame in order to avoid localizing of high and low quality areas (or 'convergence problem') and produce more even results.

Note that first early termination part of the algorithm starts to operate only after mean $J$ for I- and P- macroblocks had been calculated. Thus, for the selected ”IPP” GOP structure (see experiments below) first two frames (I- and P-) are processed with standard mode decision algorithm.

6 Experimental results

In the experiments, the performance of the proposed method was compared with that of the reference JM 9.5 encoder developed by JVT. QCIF and CIF video sequences of different motion content were used. Each consisted of 300 frames encoded at 30 fps with GOP structure, when the initial frame in the video sequence was encoded as I-frame and the rest of the frames as P-frames. Reference encoding used all seven VBS modes, search range size of 8, CABAC entropy coder and RDO off. Experiments were performed on a 3GHz Pentium 4 PC for QP settings ranging from 26 to 32. The results are provided in Table 2.

Bit rate increase $\Delta$Bit, quality degradation $\Delta$PSNR and execution time change $\Delta$ are calculated according to equations (6)-(8), where the minus sign (–) means improvement for the new method. Note, that total encoding time is used in equation (8), not MD time.
\[ \Delta \text{Bits} = \frac{\text{Bits}_{\text{method}} - \text{Bits}_{\text{JM}}}{\text{Bits}_{\text{JM}}} \times 100\% \] (6)

\[ \Delta \text{PSNR} = \text{PSNR}_{\text{JM}} - \text{PSNR}_{\text{method}} \] (7)

\[ \Delta t = \frac{t_{\text{method}} - t_{\text{JM}}}{t_{\text{JM}}} \times 100\% \] (8)

From Table 2, the total encoding time for the new method shows a reduction of almost 40% on average (38.31%). High motion sequence “Carphone” shows about 35% of average complexity reduction, while for the low motion sequences (e.g. Akiyo, Hall) complexity reduced about 40–43%.

Average bit rate increase is almost zero (0.05%), for some sequences it is even lower than for the original JM (e.g. Container, Hall, Akiyo). Quality drop is insignificant (only 0.05dB). Visual examination of decoded video sequences did not reveal any anomalies or blocking artefacts. In fact, differences between images produced by the original JM encoder and the encoder using the new method can hardly be found.

<table>
<thead>
<tr>
<th>Video sequence</th>
<th>QP</th>
<th>( \Delta \text{Bits, } % )</th>
<th>( \Delta \text{PSNR, } dB )</th>
<th>( \Delta t \text{ Total, } % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carphone, QCIF</td>
<td>26</td>
<td>1.0</td>
<td>0.11</td>
<td>-36.26</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>0.54</td>
<td>0.14</td>
<td>-34.48</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.51</td>
<td>0.10</td>
<td>-33.91</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>-0.05</td>
<td>0.12</td>
<td>-34.11</td>
</tr>
<tr>
<td>Container, QCIF</td>
<td>26</td>
<td>0.12</td>
<td>0.07</td>
<td>-33.92</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>0.20</td>
<td>0.10</td>
<td>-36.82</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0</td>
<td>0.07</td>
<td>-38.24</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>-1.46</td>
<td>0.10</td>
<td>-38.22</td>
</tr>
<tr>
<td>Table, QCIF</td>
<td>26</td>
<td>2.25</td>
<td>0.12</td>
<td>-39.88</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>0.79</td>
<td>0.08</td>
<td>-38.44</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.04</td>
<td>0.04</td>
<td>-38.94</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.68</td>
<td>0.08</td>
<td>-38.41</td>
</tr>
<tr>
<td>Paris, CIF</td>
<td>26</td>
<td>0.41</td>
<td>0.05</td>
<td>-38.85</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>0.40</td>
<td>0.06</td>
<td>-37.79</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.38</td>
<td>0.05</td>
<td>-37.54</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.22</td>
<td>0.06</td>
<td>-35.64</td>
</tr>
<tr>
<td>Hall, CIF</td>
<td>26</td>
<td>0.22</td>
<td>0.04</td>
<td>-43.92</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>-0.06</td>
<td>0.05</td>
<td>-42.76</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>-0.57</td>
<td>0.01</td>
<td>-41.54</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>-0.46</td>
<td>0</td>
<td>-39.95</td>
</tr>
<tr>
<td>Akiyo, CIF</td>
<td>26</td>
<td>-0.74</td>
<td>0</td>
<td>-40.48</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>-0.38</td>
<td>0</td>
<td>-40.90</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>-0.71</td>
<td>-0.20</td>
<td>-39.76</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>-2.96</td>
<td>0</td>
<td>-38.68</td>
</tr>
</tbody>
</table>

Table 2: Performance comparison of the proposed fast MD versus reference JM.

Rate-Distortion performance of the new algorithm and reference JM can be also compared from the Figure 2. It can be seen, that the reduced complexity algorithm has negligible effect on rate-distortion performance.
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Table 3: PSNR and bit rate change calculated using Bjontegaard delta method [15].

The complexity of the fast MD method is roughly equivalent to performing MD using on average less than 2 VBS modes instead of 7. The results show that the method outperforms previously reported fast MD algorithms in terms of computational complexity, bit rate and visual quality.

### 7 Conclusions

The proposed fast mode decision algorithm, based on early termination using the RD cost function, can significantly reduce the computational complexity of H.264 for Intra- and Inter- MB encoding, while visual quality and bit rate is maintained.
Correlation between RD cost function values for neighbouring blocks and mode transition probabilities have been investigated in a series of experiments.

Future work includes development of algorithms to predict SKIP decisions and study of other RD-based mode predictors.
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