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Abstract

A large number of algorithms have been proposed by researchers to reduce H.264 computational complexity. Currently there is no method for reliably comparing the effectiveness of these algorithms. This paper proposes a method that allows direct comparison of the results obtained for various previously published low complexity H.264 encoding algorithms. The method is based on a new coding efficiency metric for unified bit rate and quality assessment. Pareto analysis is used to derive an optimal reference efficiency complexity curve using standard H.264 encoding tools and parameters. The paper demonstrates application of the method to the assessment of recently published low-complexity algorithms. The method shows that some published low complexity algorithms can be outperformed by simply adjusting the standard video encoder parameters.
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1 Introduction

The H.264 standard [1] was developed by the Joint Video Team (JVT) for video compression in applications where bandwidth or storage capacity is limited. Experimental results show that H.264 provides better coding efficiency than MPEG-4 and H.263 at lower bit rates [2, 3] at the cost of significantly increased computational complexity.

A large number of algorithms have been proposed by researchers to reduce MPEG-4 and H.264 complexity [10-15]. Most of these algorithms are focused on new methods for the most computationally complex components of the video encoder, i.e. Motion Estimation (ME) [8], Discrete Cosine Transform (DCT) coding and Mode Decision (MD).

Unfortunately, there is no method for comparing the effectiveness of the various encoding algorithms. Most papers quote the percentage reduction in computational complexity relative to an arbitrary configuration of the JM reference encoder [5]. Variations in bit rate and perceptual quality are calculated in percentages relative to the reference encoder. Since different encoder configurations are used, the results described in different papers are not directly comparable and can be misleading. The impact of reduced complexity encoding schemes on both visual quality and bit rate is often not clearly stated.

This paper proposes a single metric for accessing the effectiveness of video encoding. This metric allows direct comparison of the results obtained for various previously published low complexity H.264 encoding schemes.
It is well known that the computational complexity of the H.264 encoder can be scaled by simply adjusting the encoding parameter configuration, for example the search range and number of modes to be searched. However, to the author's knowledge, there have been no publications which provide an analysis of the optimal encoding parameters for a required complexity point. This paper presents the results of a Pareto analysis which identifies the optimum operating points for the H.264 video encoder obtained by scaling complexity via modification of the parameter configuration. The analysis is important for two reasons. Firstly, it allows system designers to select the best encoder operating point for a given processor. Secondly, it allows researchers to assess the performance of novel low complexity encoding algorithms relative to that obtained by simply modifying the parameter settings of the encoder. We believe that the methodology applied is generally applicable to other complexity scaling problems.

The effectiveness of a number of published low complexity H.264 video encoding schemes is assessed by projecting their findings onto the Pareto curve. It was found that a number of papers use a sub-optimal reference encoder. While some ambiguity may arise from utilization of different software and hardware platforms, the results suggest that some published methods do not perform as well as simply scaling the video encoding parameters in an optimal fashion.

The paper is structured as follows. Section 2 gives a definition of complexity and introduces a coding efficiency metric for bit rate and quality assessment. Section 3 describes the method itself consisting of complexity analysis for the H.264 reference encoder and development of a Pareto-optimized H.264 complexity curve. Section 4 demonstrates application of our metric to recently published low complexity encoding algorithms. Finally, conclusions are given in Section 5.

2 Theory

There are two major components of computational complexity – time complexity and storage complexity. Time complexity is the number of computational operations required to execute a specific implementation of an algorithm. Storage complexity is the amount of memory required to perform the algorithm. In software implementation these two quantities determine the computational complexity of the algorithm on a specific hardware platform. This paper focuses on execution time, as derived from a reference software implementation of the H.264 encoder.

Complexity scaling of a video encoder, such as H.264, is a trade-off between complexity, bit rate and visual quality. When reducing complexity $C$ it is expected that there will be some increase in bit rate $R$ and in distortion $D$:

$$R = f_r(C), \quad D = f_d(C)$$

In general, the functions $f_r$ and $f_d$ have different characteristics. The computational complexity of the H.264 encoder for different encoding tool combinations has been partially evaluated in [2, 3]. A brief summary is given in Table 1.

<table>
<thead>
<tr>
<th>Encoding tool</th>
<th>Impact on the PSNR and bit rate</th>
<th>Impact on the complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4th Sub-pixel accuracy</td>
<td>At low rates PSNR +0.07 dB, +4.7% bit rate.</td>
<td>Memory access frequency (MAF) +15%.</td>
</tr>
<tr>
<td></td>
<td>At high rates PSNR +0.04 dB, –12 % bit rate.</td>
<td>Complexity increases linearly: +2.5% for each additional mode. Most of the bit rate reduction (75%-85%) is achieved using 4 modes.</td>
</tr>
<tr>
<td>Variable Block Sizes (VBS)</td>
<td>PSNR +0.07dB to +0.02dB, bit rate –5% to –17%.</td>
<td>MAF +20%.</td>
</tr>
<tr>
<td>Variable Block Sizes (VBS)</td>
<td>PSNR +0.07dB to +0.02dB, bit rate –5% to –17%.</td>
<td>MAF +20%.</td>
</tr>
<tr>
<td>Hadamard Transform</td>
<td>+0.02 to +0.12 dB PSNR, +2.4% bit rate.</td>
<td>MAF +25 to 30%.</td>
</tr>
<tr>
<td>CABAC</td>
<td>Up to 16% bit reduction.</td>
<td>MAF is higher up to 60 times.</td>
</tr>
<tr>
<td>Search Range Size</td>
<td>Negligible impact on PSNR and bit-rate.</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Summary of Tool-By-Tool Encoder Complexity Analysis
It can be clearly seen from these results that the complexity of the video encoder can vary widely with different settings for the tools. Obviously not every combination is optimal in the rate-distortion sense. Unfortunately, the results do not provide information regarding the best combination of tools required to set the H.264 encoder complexity \( C \) to a specific operating point \( C_i \). These measurements only provide a general picture of how H.264 complexity can be scaled.

Furthermore, since different low complexity algorithms impact bit rate and distortion in different ways, it is often difficult to determine which algorithm is in fact more efficient at a given operating points. Since changing complexity effects both bit rate and distortion, the need arises to unify both quantities into a single metric. At present, the rate-distortion model is widely used in video coding for making optimal decisions where both bit rate and distortion are important. The model is based on the following Lagrange formula [7]:

\[
\min \{ J \}, \quad \text{where} \quad J = D + \lambda \cdot R
\]  

where \( D \) is a distortion measure (usually Sum of Absolute Differences) and \( R \) represents bit rate. During video encoding, the Lagrange rate-distortion function \( J \) is minimized for a particular value of the Lagrange multiplier, \( \lambda \).

Based on this, we introduce a coding efficiency metric, \( W \), which is dependent on visual quality loss, \( \Delta D \), and bit rate change, \( \Delta R \), relative to a reference full complexity encoder:

\[
W = \Delta R + \mu \Delta D
\]

where \( \Delta R \) is a percentage, \( \Delta D \) is PSNR in dB and \( \mu \) is a constant relating bit rate loss and distortion increase. Thus, for any given computation complexity, \( C_i \), the most efficient encoder can be identified as that providing minimum \( W \).

The constant \( \mu \) can be interpreted as the percentage increase in bit rate equivalent to 1 dB loss in PSNR. Previous work reported in [16] determined that a 10% decrease in bit rate is roughly equivalent to a loss of 0.5 dB in PSNR. In our work, \( \mu \) was determined experimentally. Bit rate and PSNR were measured for four video sequences at QP settings of 26, 28, 30 and 32. CIF and QCIF sequences with high and low bit rates were selected for the analysis. The results were plotted, as shown in Figure 1, and the gradient determined by fitting a linear model. The gradient was found to vary between 3.62 and 29.6 with a mean of 12.9. Hence, \( \mu \) was set to 13 for calculation of \( W \). To check the robustness of the method, extreme values for \( \mu \) were also tested in the Pareto analysis and were determined to have little impact on the findings.

**Figure 1.** Example of Rate-Distortion graphs for Carphone, QCIF (left) and Container, CIF (right). Dashed lines indicate a gradient of R-D function. Calculated \( \mu \) values are 11.3 and 3.62 respectively.

Given the coding efficiency metric, \( W \), it is now possible to compare the performance of various encoder configurations. This can be considered as an optimization problem. Given a
particular computational complexity requirement, what is the optimum encoder parameter configuration? Given that the encoder parameter configurations form a discrete set, we chose to solve the problem by Pareto analysis [9]. The efficiency of the encoder is assessed across a range of parameter configurations. These results are projected on to a graph relating coder efficiency to computational complexity. The optimum encoder parameters can then be identified as those points leading to the points \((C_i, W_i)\) which form the Convex Hull of the Individual Minima (CHIM). Parameter configurations corresponding to points inside the CHIM are sub-optimal.

3 Method of Coding Efficiency Assessment

The complexity distribution across all tools for the full complexity mode was profiled, i.e. full search, full VBS, search range 8, CABAC, full Hadamard, sub-pixel accuracy on and de-blocking filter on. A wide range of different QCIF and CIF video sequences (298 frames each) with variable content were encoded at different QP settings using the JM 9.5 reference encoder, running on 3GHz Pentium IV with 1Gb RAM. The average results are shown in Table 2.

<table>
<thead>
<tr>
<th>Encoding tool</th>
<th>% of complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion Estimation (including Hadamard Transform)</td>
<td>66</td>
</tr>
<tr>
<td>Mode Decision and CABAC</td>
<td>22</td>
</tr>
<tr>
<td>Deblocking Filter</td>
<td>5</td>
</tr>
<tr>
<td>Transform Coding</td>
<td>4</td>
</tr>
<tr>
<td>Other (including I/O)</td>
<td>3</td>
</tr>
</tbody>
</table>

It can be observed that the computational complexity of Motion Estimation dominates and therefore provides most potential of complexity scaling (i.e. search range size, Hadamard on/off, varying of sub-pixel accuracy), which is consistent with [8]. However, since the variation of VBS modes has a high impact on MD complexity, which is 22% with CABAC, VBS can also be considered as an important tool for the purposes of complexity scaling. Switching off the deblocking filter reduces complexity further by 5%. Transform coding in H.264 has negligible impact on complexity (only 4%) since the H.264 standard adopts a separable integer transform with properties similar to DCT instead of the actual DCT [4].

In the next experiments in order to scale the complexity of the encoder from the full mode, search range size and number of VBS modes were varied. The limit of scaling is when the encoder operates in the lowest VBS mode with the search range size is equal to one. Additional simulations show that switching off sub-pixel accuracy in ME reduces complexity further at the cost of a significant bit rate increase and noticeable quality degradation. Utilization of UVLC instead of CABAC for low VBS also has a high impact on the bit rate and leads to an increase in complexity. Switching off Hadamard scales complexity to 28% with minimal bit rate increase and quality degradation.

After encoder profiling it can be concluded that the computational complexity of the standard H.264 encoder can be scaled to 28% by adjusting only the standard encoding tools. The simulation results provide information on the combination of encoding tools and parameters that are optimal for setting H.264 encoder complexity to a specific operating point \(C_i\).

Using the results obtained during the previous experiments, \(W_i\) was calculated for each complexity point \(C_i\) as given in equation (3) with \(\mu=13\). For each \((C_i, W_i)\) calculated, \((C_j, W_j)\) where \(C_i \leq C_j\) and \(W_i \leq W_j\) we leave only \((C_i, W_i)\) and discard \((C_j, W_j)\). Therefore the CHIM of the Pareto surface is isolated. The variation of \(W\) with complexity averaged across all sequences is plotted in Figure 2 with optimal points marked as crossed squares and non-optimal points as hollow
diamonds. Values for $\Delta R$, $\Delta D$ and $W$ from Figure 2 and H.264 parameter settings are given in Tables 3 and 4, respectively.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{pareto_curve.png}
\caption{Variation of W-metric with Complexity of Encoder}
\end{figure}

As can be observed from Table 3, the function $f_d$ has $\Delta D_{\text{max}} = 0.37$ dB and, at the same time, complexity is gradually scaled down to 28% from its highest settings, resulting in up to a 17% of a bit rate increase $\Delta R$. Perceptual evaluation of visual quality reveals no anomalies in the encoded sequences. The slight quality degradation measured between full and minimal complexity modes only can be noticed on still images.

\begin{table}[h]
\centering
\caption{Optimal Points on Complexity Curve}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Value} & \multicolumn{15}{|c|}{\textbf{Complexity, \%}} \\
\hline
\multirow{5}{*}{$\Delta R$, \%} & 79 & 73 & 64 & 58 & 54 & 47 & 42 & 41 & 39 & 38 & 37 & 33 & 32 & 28 \\
\hline
0.5 & 0.8 & 1 & 1.4 & 2.4 & 2.9 & 4.3 & 6.4 & 7.4 & 9.3 & 12.3 & 13.4 & 14.9 & 16.9 \\
\hline
\multirow{5}{*}{$\Delta D$, dB} & 0.01 & 0.12 & 0.12 & 0.13 & 0.14 & 0.14 & 0.14 & 0.15 & 0.16 & 0.2 & 0.21 & 0.27 & 0.27 & 0.28 & 0.37 \\
\hline
0.69 & 2.48 & 2.7 & 3.16 & 4.26 & 4.88 & 6.49 & 8.61 & 10.1 & 12.2 & 15.9 & 17 & 18.6 & 21.8 \\
\hline
\multirow{5}{*}{$W$} & 21.82 & 18.56 & 18.8 & 17 & 15.91 & 15.62 & 15.46 & 12.21 & 10.11 & 8.61 & 4.15 & 2.52 & 2.48 & 4.92 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{H.264 Encoding Tools Settings for Reference Curve}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Encoding tool} & \multicolumn{15}{|c|}{\textbf{Complexity, \%}} \\
\hline
\multirow{7}{*}{\textbf{Encoding tool}} & 100 & 79 & 73 & 64 & 58 & 54 & 47 & 42 & 41 & 39 & 38 & 37 & 33 & 32 & 28 \\
\hline
VBS & 7 & 7 & 4 & 4 & 4 & 3 & 3 & 3 & 2 & 2 & 1 & 1 & 1 & 1 & 1 \\
\hline
Search range & 8 & 4 & 8 & 6 & 4 & 4 & 4 & 2 & 1 & 2 & 1 & 4 & 2 & 1 & 1 \\
\hline
Hadamard & on & on & on & on & on & on & on & on & on & on & on & off & off & off & off \\
\hline
\end{tabular}
\end{table}

Table 3

In order to investigate the behavior of the Pareto curve further from the ‘knee’, additional experiments were performed with the same configuration as for the 100% complexity point, except search range size was increased to 32. $W$ averaged across all sequences was −0.07 while complexity increase is 345% from reference point (or about 4.5 times). Thus, increasing the search
range further than 8 for QCIF and CIF images provides little PSNR or bit rate advantage, but does
lead to a significant complexity increase. This result is consistent with [2, 3]. It is recommended to
avoid large search ranges for low video resolutions.

The Rate-Distortion Optimization (RDO) tool [6] was also tested for the same reason. When
switched on, it gives around a 295% complexity increase, while $W$ drops to $-2.83$. Since this
complexity point is so far from the Pareto ‘knee’, again, it is not included in the graphs. However,
when working on optimizing of RDO algorithm (e.g. [12]), developers may want to extend the
complexity curve with this point for assessment purposes.

Finally, it can be concluded that the optimal set of H.264 parameters given in Table 4 is
generally suitable for the purposes of H.264 complexity scaling. The complexity curve can be
refined further by running more experiments in the desired range.

4 Assessment of Published Algorithms

For the purpose of illustration, several recently published algorithms were investigated [10-15].
The method proposed in [10] utilizes motion vector cost and previous frame information for
is based on the idea of detecting fast and slow moving areas of the frame and processing them
differently. The algorithm proposed in [12] utilizes a special block matching order combined with
SAD pre-calculation for reducing ME complexity and for skipping spatial predictive coding. The
method [13] is based on the correlation of motion vectors across the various MB partitions. The
block mode selection algorithm in [14] relies on two factors – complexity of macroblock and MB
mode from previous frame. The low complexity encoding scheme described in [15] uses VBS
prediction from the surrounding MBs.

Based on the simulation results provided by the authors, the W-metric was calculated for
each algorithm and plotted along with the reference complexity curve, as shown in the Figure 3.

![Figure 3. Comparison of Published Algorithms with Reference Complexity Curve](image)

It can be seen that algorithms [10] and [13] provide complexity reduction around 40%, but
[10] at the cost of significant bit rate increase (resulted high $W$). Better results than [10] can be
achieved by running H.264 with the parameters given at Table 4 for the complexity point of 58%.
Alternatively, to achieve $W$ around 13.9 as in [10], the 38% complexity point can be chosen, thus, the same bit rate and quality results will be achieved by simply reducing VBS number and search range size. The algorithm in [14] is also not optimal – with only 25% of computational reduction the resulting $W$ lies almost on the Pareto convex hull. It is preferable to use the configuration associated with the 79% complexity point.

In contrast, algorithms in [11] and [15] perform much better than the scaled reference encoder. Both provide quite significant complexity reduction of around 65% and have relatively low $W$. This can only be obtained by scaling the reference encoder to a complexity point of 70–80%. Thus, these algorithms are about 2.3 times more efficient than reference JM encoder.

The algorithm in [12] uses an improved rate-distortion technique and reports a significant complexity reduction, but calculated relative to a reference encoder with RDO on (i.e. relative to 295% instead of 100%). Plotted on the curve, it results of $W = -1.96$ without reducing complexity significantly relative to the reference encoder with RDO off (only 10%). However, since similar $W$ can only be achieved by running JM with RDO tool, the algorithm provides better bit rate than the reference encoding configuration.

5 Conclusions

In this paper a method for accessing the effectiveness of low complexity H.264 video encoding algorithms was proposed. The method allows direct comparison of the results obtained for various previously published low complexity H.264 encoding schemes. It has been demonstrated that by introducing a coding efficiency metric as a single measure, the assessment of bit rate and perceptual quality can be unified.

To the author's knowledge there have been no publications providing an analysis of the optimal encoding parameters for a required complexity point. The computational complexity of the H.264 encoder was scaled by adjusting the encoding parameter configuration. Pareto analysis was introduced for identifying the optimum operating points. The obtained results not only demonstrate the general picture of H.264 complexity scaling, which was found to be consistent with other publications, but, more important, they allow systems designers to select the optimum encoder operating point for a given processor.

The effectiveness of a number of published low complexity H.264 video encoding schemes was assessed by projecting results provided by the authors onto the Pareto curve. It was found that a number of papers use sub optimal configurations for the reference encoder (i.e. [10], [14]). While some ambiguity may arise from utilization of different software and hardware platforms, the results suggest that these methods do not outperform a reference encoder with encoding parameters scaled in an optimal fashion.
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