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A Robust Computational Framework for Mid-Term Techno-Economical Assessment of Energy Storage

Pouria Maghouli, Alireza Soroudi, Andrew Keane

Abstract—Rapid expansion and integration of wind energy is restrained due to transmission capacity constraints and conventional generation technologies limited operational flexibility in todays power systems. Energy storage is an attractive option to integrate and utilize more renewable energy without major and timely upgrade of existing transmission infrastructure. Also it can be considered as a mean for differing the reinforcement plans. The evaluation of energy storage deployment projects is a challenging task due to severe uncertainty of wind power generation. In this paper a robust techno-economic framework is proposed for energy storage evaluation based on Information Gap Decision Theory for handling wind generation uncertainty. The total social cost of the system including conventional generators’ fuel and pollution cost and wind power curtailment cost is optimized considering generators operational constraints and transmission system capacity limitations based on the DC model of the power grid. The effect of storage devices on system performance is evaluated taking into account wind power uncertainty. The proposed method is conducted on the modified IEEE Reliability Test System (IEEE-RTS) and the modified IEEE 118 bus test system to assess its applicability and performance in midterm robust evaluation of energy storage implementation plans.

Index Terms—DC optimal power flow, Storage devices, Transmission capacity constraints, Wind power generation, Information Gap Decision Theory.

NOMENCLATURE

Sets & Indices

- $g$ Index for thermal generation units
- $i,j$ Index for network buses
- $t$ Index for time interval $t$
- $\Omega_G$, $\Omega_T$, $\Omega_B$, $\Omega_L$, $\Omega_G$, $D^V$ Set of generating units connected to bus $i$, set of operating periods, set of network buses, set of transmission lines, set of generating units, set of decision variables

Parameters

- $D$ Annual discount rate
- $\tau$ Annuity factor
- $T$ Assessment duration (years)
- $T_0$ Base year
- $R_{i, t}$ Yearly time index
- $\Omega_G$, $\Omega_T$, $\Omega_B$, $\Omega_L$, $\Omega_G$, $D^V$ Set of generating units connected to bus $i$, set of operating periods, set of network buses, set of transmission lines, set of generating units, set of decision variables

Variables

- $E_{S_{min}}$ Minimum energy stored (MWh)
- $E_{S_{max}}$ Maximum energy stored (MWh)
- $P_{dch_{max}}$ Maximum power discharged from ESS connected to bus $i$ (MWh)
- $P_{ch_{max}}$ Maximum power charged to ESS connected to bus $i$ (MWh)
- $\Delta_i^W$ Capacity of Wind turbine installed in bus $i$ (MW)
- $\eta_{c/d}$ Charging/discharging efficiency of the energy storage unit
- $\beta_{c/o}$ Critical/opportunistic percentage of increase/decrease of base cost in RA/RS approach (%)
- $R_{c/o}$ Critical/opportunistic increase/decrease of base cost in RA/RS approach ($\$/ MW h)
- $\Delta_t$ Duration of time period $t$
- $a_{g/b_d}/e_g$ Fuel cost coefficient of thermal unit $g$
- $P_{i, t}^{max/min}$ Maximum/minimum limit of power generation of $g^h$ thermal unit (MW)
- $P_{t}^{max}$ Maximum allowed power limit of transmission line $\ell$ (MW)
- $\bar{P}_i^{W}$ Predicted power produced by wind turbine unit at bus $i$ in time $t$ (MW)
- $R_{U_S}/R_{D_S}$ Ramp-up/down limit of power generation of $g^h$ thermal unit (MW/h)
- $P_{i, t}^{W}$ Uncertain power produced by wind turbine unit at bus $i$ in time $t$ (MW)

Objective function

- $OC(t)$ Operating (fuel) cost of thermal units at time $t$
- $P_G$ Power produced by thermal unit $g$ in time $t$ (MW)
- $P_{i, t}$ Power flow in line $\ell$ in time $t$ (MW)
- $\alpha$ Radius of uncertainty (%)
- $TC$ Total costs ($

Binary variables

- $E_{S_{min}}$, $E_{S_{max}}$ Binary variable indicating the discharge state of ESS connected to bus $i$ at time $t$
- $I_{dch_{max}}$, $I_{ch_{max}}$ Binary variable indicating the charge state of ESS connected to bus $i$ at time $t$
- $L_{S(i, t)}$, $LSC(t)$ Load shedding at bus $i$ at time $t$ ($\$/ MWh)
\( WC(t, i) \) Wind power curtailment at bus \( i \) at time \( t \) (MW)  
\( WCC(t) \) Wind power curtailment costs at time \( t \) ($/MWh)

I. INTRODUCTION

A. Background and motivations

Many countries have long term plans to increase the share of renewable energy resources in their generation mix. Among these renewable resources there has been increasing interest to invest and integrate more wind power in to existing power systems. However, increasing the wind penetration introduces profound challenges to traditional operating and planning practices. These new challenges arise mainly because of the variable nature of wind energy which results in none optimal operation of electric power systems. Traditionally it is accepted that electricity supply and consumption must remain in instantaneous balance the opportunity to store electrical energy in storage devices may now change this paradigm. Wind power intermittency and variability requires other fast ramping power sources to balance the supply-demand equilibrium in power systems [1]. Because of limiting capacity of fast ramping generation technologies such as hydro and pumped storage power plants, significant integration of wind power to existing power infrastructure requires major system upgrades or implementing energy storage facilities [2]. Besides, using energy storage facilities will result in more utilization of existing assets and thus attains more interest in recent studies [3] and become an attractive candidate for capturing wind power variability. Many studies assess the economic impact of storage devices in short term power system operation [2], [4], while deciding on energy storage deployment requires long term assessments especially when it is considered as an option for deferral of system reinforcement projects. Also a much harder challenge concerns planning of future energy systems with large intermittent resources [1]. Other studies operate storage devices optimally when they are combined or located close to wind farms [5]. Long term economical and system wide assessment of implementing energy storage systems are presented in [6], [7] without addressing transmission system capacity constraints. Storage devices can charge in low (local marginal prices) LMPs and discharge at higher ones in a transmission network and thus provide a path for power flow from one time (when a line is congested) to the next at a same location [8] so can behave as an additional transfer capacity in a power network. This capability to shift the power transfer through the network is the major and unique advantage of storage devices in contrast to other measures (such as FACTS devices) taken for utilizing existing grid infrastructures more efficiently. A long term in depth analysis of storage devices is presented in [3] but the wind generation and effect of its uncertain power production is not addressed. Different grid scale storage technologies are discussed and the effect of energy storage devices on increasing the transfer capacity of power grid is addressed. In [9] the storage deployment problem is combined with transmission expansion planning problem without considering wind power generation and uncertainties. A three stage allocation of energy storage devices is proposed in [10] based on analyzing system operational costs for one year with probabilistic wind generation data. A multi-objective framework is presented in [11] with analyzing system operational costs and voltage improvements under limited number of scenarios for wind generation. In [8] a long term assessment method is proposed and wind generation uncertainty treated by a probabilistic method. Different time slices with known probabilities are defined for capturing different realization of future wind generation. While probabilistic and stochastic methods are powerful tools in short term assessments, in long term studies the probabilities and PDFs could not be estimated with an acceptable error and more robust techniques should be utilized in these studies. The works proposed in the area of economic assessment of grid-scale energy storage systems can be classified as short term assessment methods such as [2], [4] (usually one day of operation) and long term (usually one year analysis or mid term) assessment methods such as [3], [6] and [7], while as mentioned above, in the second category, i.e. long term studies, some works did not address transmission constraints (such as [7]), some did not address uncertainties (such as [3]) or both (such as [7]). Also, different storage technologies are addressed in these works while their model might be extended for other technologies.

Implementation of energy storage can improve power system performance in a variety of ways [12]. Improving dynamic stability [13], transient voltage dips, dynamic voltage stability [14], energy and ancillary service market performance [15], power quality [16], etc. are some of these improvements. Thus the decision on siting and sizing these devices should be made utilizing a multiple criteria decision making process with static and dynamic short and long term studies. In this paper, a robust computational framework is proposed for midterm assessment of storage devices in power networks considering their effect on power system operation with a mixed conventional-wind generation capacity. The wind integration in power systems may change the congestion pattern in a power grid and consequently LMPs. Also their variability imposes a huge burden on fast ramping power plants, thus the effect of storage devices is assessed by hourly optimization considering transmission system constraints with DC lossless model as usually used in transmission expansion planning studies [17]. The uncertainty of wind generation is modeled using the Information Gap Decision Theory (IGDT) [18], a powerful and robust technique for dealing uncertain parameters in long term studies [19]. Finally, a decision making framework is proposed for deciding on different storage deployment alternatives in the grid based on their benefits and robustness of this benefit.

B. Contributions

The main contributions of this work can be summarized as follows:

- A general multi criteria decision making process is proposed for evaluating energy storage deployment in transmission networks
- A dynamic multi-period optimal power flow model is proposed for exploring technical and economical benefits
of energy storage systems based on a linear optimization model

- A robust uncertainty modeling for wind generation is proposed for handling severe wind uncertainties in midterm studies

C. Paper Organization

This paper is set out as follows: the system and market model are presented in section II. The wind power generation uncertainty modeling are presented in section III. Simulation results on IEEE 24 bus standard test case and modified IEEE 118 bus test system are presented in section IV followed by concluding remarks and future works discussed in section V.

II. PROPOSED MODEL

Any transmission constraints or bottlenecks in transmission system could prevent perfect utilization of wind resources. Transmission network limitations are an almost universal impediment to the rapid deployment of wind capacity [20]. The transmission grids are designed and planned without considering wind power variability and intermittency. The conventional approach to relieve transmission constraints relies mainly on transmission reinforcement by constructing new transmission lines or upgrading existing ones with long construction times and considerable environmental effects [21]. Relying only on these conventional approaches may result in an over conservative transmission grid investments. Besides, shorter construction lead time of storage devices in contrast to transmission lines and their scalability and modular structure makes storage devices an attractive alternative approach for managing transmission constraints raised from rapid integration of wind power. Different approaches for transmission congestion management have been proposed in the literature while here the Standard Market Design paradigm is selected [22], [23]. A multi-period dynamic optimal power flow is defined with ramping constraints seeking to minimize conventional generation operational costs, load shedding, wind curtailment and environmental costs as hourly social costs (HSC):

\[
HSC(t) = OC(t) + LSC(t) + WCC(t) + EC(t)
\]  

\[
OC(t) = \sum_{g=1}^{n_g} a_g (P_{G,i,t}^g)^2 + b_g P_{G,i,t}^g + c_g \tag{2}
\]

\[
LSC(t) = \sum_{i} LS(i,t) \times VOLL \tag{3}
\]

\[
WCC(t) = \sum_{i} WC(i,t) \times VOWC \tag{4}
\]

\[
EC(t) = \sum_{g=1}^{n_g} VOE \times E_{O} \times P_{i,t}^G \tag{5}
\]

\[
P_{min}^g \leq P_{G,i,t}^g \leq P_{max}^g \tag{6}
\]

\[
P_{G,i,t+1}^g - P_{G,i,t}^g \leq RU_g \tag{7}
\]

\[
P_{G,i,t}^g - P_{G,i,t+1}^g \leq RD_g \tag{8}
\]

\[
|f_{ij,t} - \frac{1}{X_{ij}}(\delta_{i,t} - \delta_{j,t})| = 0 \tag{9}
\]

\[
\sum_{j} f_{ij,t} + \sum_{g=1}^{n_g} P_{G,i,t}^g + P_{W,i,t}^W + P_{Dch}^W - P_{Dh}^W + LS(i,t) = P_{i,t}^{Do} \tag{10}
\]

\[
LS(i,t) + P_{i,t}^{d} = P_{i,t}^{Do} \tag{12}
\]

\[
WC(i,t) + P_{i,t}^{W} = AV_{i,t}^{W} \tag{13}
\]

The wind curtailment costs (WCC(t)) are calculated in (4). The environmental pollution costs associated with thermal units are calculated in (5). As mentioned earlier, here a lossless DCOPF model is adopted for midterm assessment. Equation (6) is the constraint defining the operational range of generators. The conventional generators’ ramp rate constraints are modeled and considered in this study as (7) to (8). Equations (9) to (11) represents transmission network constraints. Wind power can be treated as a decision variable or as a must-take negative load. The load shedding costs (LSC(t)) are calculated in (3). The available wind power (AV_{i,t}^{W}) limits the summation of curtailed wind generation (WC(i,t)) plus the injected wind power (P_{i,t}^{W}) as stated in (13). In this study wind generation is modeled as a negative load while wind curtailment is allowed when there is not any feasible solution for system operation or when wind curtailment cost is lower than the conventional generation re-dispatch costs. The generation costs of wind and storage plants are assumed to be negligible while their costs could be easily included in the objective.

A. Storage device model

Energy storage technologies such as pumped hydro, compressed air energy storage (CAES), various types of batteries, flywheels, electrochemical capacitors, etc., provide for multiple applications: energy management, backup power, load leveling, frequency regulation, voltage support, and grid stabilization [24]. Since storage can be a critical component of grid stability and resiliency, modernizing the grid will
require a substantial deployment of energy storage. Besides, technological developments make grid scale storage devices available especially in the form of CAES and various types of batteries [3], [25]. For these grid scale energy technologies, regulatory policies and rules provide the framework for the business case and economics of storage systems [24]. It is assumed that energy storage devices are centrally operated by the system operator and modeled as price takers [26]. Due to their limited capacity, their operation will not change market prices. The following constraints are used for defining energy storage charge and discharge behaviour [27]:

\[ E_{S, i, t} = E_{S, i, t-1} + (P_{ch, i, t} \eta_{ch} - P_{dch, i, t} \eta_{dch}) \Delta_t \]  
\[ E_{S_{min}} \leq E_{S, i, t} \leq E_{S_{max}} \]  
\[ P_{ch, i, t} \leq P_{ch_{max}, i, t} \]  
\[ P_{dch, i, t} \leq P_{dch_{max}, i, t} \]  
\[ I_{ch, i, t} + I_{dch, i, t} \leq 1 \]

Note that storage devices are not allowed to charge or discharge intra-hour. At each hour they are considered as effective generation or load [8] in equation (11). Any other operational constraints depending on storage technologies could be included in equation (14) while here a general framework is applied. Also a constraint on charge level at the end of each cycle (one day or week) could be easily incorporated in the formulation.

B. Objective function

Equation (15) with constraints proposed in equations (1) to (14) defines hourly system operation strategy aiming to maximize system social welfare. The effect of storage devices on system operation and social costs are assessed by hourly optimization of (1) in each day over a midterm horizon (typically one year) since a suitable evaluation method should accurately address both short term and long term benefits of storage devices. This approach obviously leads to a large computational burden but in planning studies, this is not the main concern. Storage devices are modeled as price-takers in this study and long term wind generation uncertainty is modeled by IGDT. Yearly system cost/social welfare is minimized/maximized by calculation of HSC over the planning horizon with a defined certainty level:

\[ OF = \min_{DV} \sum_{t \in T} \frac{1}{(1+D)(t_0-t_0)} \sum_t [HSC(t)] \]  
\[ \text{Subject to :} \]  
\[ 1 \) to (14) \]

The objective function of (15) includes power generation cost, load shedding cost, wind curtailment cost and environmental costs. Note that the construction cost of storage devices and transmission reinforcement projects could be easily added to (15). But we believe that deciding on where to construct a storage plant and its optimal size should be made with multiple criteria or attribute decision making process (MCDM/MADM) by considering the effect of uncertainty on their economic viability. The most benefits of storage devices lies in their dynamic performance and thus a detailed dynamic and reliability study should be accompanied with static energy and ancillary service market analysis to select the best location and size of storage plants. The focus of this paper is to propose a framework for risk averse evaluating storage plants with midterm perspective for deferring or even omitting transmission system reinforcement plans and extending operational life of over-stressed existing equipment while other potential grid services of storage units are not addressed but could be easily included in the final decision making process.

III. PROPOSED IGDT FORMULATION

There are uncertain parameters in the objective function proposed in (15) among them wind generation uncertainty may has the most sever effect. Probabilistic based methods are applied for modeling wind generation uncertainty in planning studies [28]. However, for long term evaluating of storage projects, estimated benefits of their deployment should be obtained with an acceptable level of certainty. The Information Gap Decision Theory (IGDT) [19] tries to find the optimal set of \( DV \) to maximize the robustness of the objective function against the uncertainty input parameters [29]. It has been used in various applications such as electricity retailer energy selling strategy [30], generation asset allocation [31], transmission expansion planning [32] and GenCo’s Trading Portfolio [33] and Distribution network restoration [34]. An optimization problem could generally be defined as follows:

\[ f_b = \min_{x} f(DV, \Psi) \]  
\[ H(X, \Psi) \leq 0, G(DV, \Psi) = 0 \]

where \( DV \) is the set of decision variables and \( \Psi \) represent the input parameters. \( f_b \) is the base value of objective function when \( \Psi \) is equal to its predicted value.

In realistic applications, the \( \Psi \) is subject to uncertainty i.e. wind generation in proposed model. It is also assumed that no probability density function nor a fuzzy membership function is available for \( \Psi \). It is assumed that all possible realizations of \( \Psi \) will be within an uncertainty set \( U(\alpha, \Psi) \) described as follows:

\[ \Psi \in U(\alpha, \Psi) = \left\{ \Psi : \frac{\Psi - \bar{\Psi}}{\psi} \leq \alpha \right\} \]

\( \bar{\Psi} \) is the predicted value of \( \Psi \) and \( \alpha \) is called the radius of uncertainty and it is uncertain itself.

If \( \Psi \in U(\alpha, \Psi) \) then two questions arise here as follows:

- What is the maximum value of \( \alpha \) if the decision variable \( DV \) is applied to the system and the deterioration of objective function is limited to \( \beta_\alpha \) percent of \( f_b \)? Is it possible to increase it?
- What is the minimum value of \( \alpha \) if the decision variable \( DV \) is applied to the system and the improvement of objective function is expected to be \( \beta_\alpha \) percent of \( f_b \)? Is it possible to decrease it?
The IGDT modeling answers these two questions using three important terms as follows:

- **Uncertainty modeling**: This term describes the uncertainty set which uncertain parameter belongs to. This set is also uncertain.
- **Risk Averse Strategy (RA)**: In this strategy, the decision maker tries to find the optimal decision variables in such a way that for any materialization of the uncertain parameter within the uncertainty set, the objective function will always remain within some bounds specified by the decision maker. These bounds specify the tolerance level of decision maker regarding the deterioration of objective function. It is tried to make the objective function robust against the uncertainty.
- **Risk Seeker Strategy (RS)**: In this strategy, the decision maker tries to find the optimal decision variables in such a way that the chance of having better solutions compared to base case (no uncertainty) is increased. It is tried to maximize the chance of reaching to good solutions in presence of uncertainties.

Each term is described in the following sections for the proposed method in this study.

### A. Wind power generation uncertainty modeling

The uncertain parameter in this work is assumed to be wind power generation $P_{i,t}^W$ in (11). It is assumed that this parameter is subject to severe uncertainty and there is no probability density function (PDF) nor membership function is in hand for this quantity. The only available data is the predicted value of wind $\hat{P}_{i,t}^W$ (which is definitely not precise). It is assumed that $P_{i,t}^W$ belongs to an uncertainty set like $U(\alpha, \hat{P}_{i,t}^W)$ which is described as follows:

$$P_{i,t}^W \in U(\alpha, \hat{P}_{i,t}^W) = \left\{ P_{i,t}^W : \left| \frac{P_{i,t}^W - \hat{P}_{i,t}^W}{\hat{P}_{i,t}^W} \right| \leq \alpha \right\} \quad (18)$$

$$0 \leq \alpha \quad (19)$$

The $\alpha$ is called the radius of uncertainty which is also uncertain.

The relation between the predicted wind power ($\hat{P}_{i,t}^W$) and the uncertain wind power ($P_{i,t}^W$) is described in (20).

$$P_{i,t}^W = \hat{P}_{i,t}^W + \Delta_{i,t}^W = \Delta_{i,t}^W \quad (20)$$

According to (20), there are three possibilities as follows:

- The actual wind is less than predicted one then $\Delta_{i,t}^W > 0, \Delta_{i,t}^- < 0$
- The actual wind is more than predicted one then $\Delta_{i,t}^W < 0, \Delta_{i,t}^+ > 0$
- The actual wind is equal to predicted one then $\Delta_{i,t}^W = 0, \Delta_{i,t}^+ = 0, \Delta_{i,t}^- = 0$

The positive and negative deviations are bounded as specified in IGDT uncertainty set ($U(\alpha, \hat{P}_{i,t}^W)$) so the following relations holds:

$$\Delta_{i,t}^W \leq \hat{P}_{i,t}^W \alpha \quad (21)$$

The excessive wind generation (compared to the predicted one) is limited by the installed capacity of wind in bus $i$ (22).

$$\Delta_{i,t}^W \leq \hat{P}_{i,t}^W - P_{i,t}^W \quad (22)$$

### B. Risk Averse Strategy (RA)

In this strategy, the decision maker tries to find the largest uncertainty at which the failure (exceeding the tolerable deterioration) does not happen. The decisions are made to maximize this uncertainty (degree of robustness). It is described as a bi-level optimization as follows:

1) The base case scenario is solved:

$$f_b = \min_{\alpha} \ OF \quad (23a)$$

$$\alpha = 0 \quad (23b)$$

Subject to:

$$\text{ (1) to (22)} \quad (23c)$$

The base value of objective function ($f_b$) is the value of $OF$ when there is no prediction error for uncertain wind power ($P_{i,t}^W = \hat{P}_{i,t}^W$).

2) The second step of the algorithm finds the worst case of $\alpha$ that the objective function (for a given set of decision variables) always remains less than a critical level $\Delta_c \geq f_b$. This involves solving a bi-level optimization. In lower level (LL) for a given $DV$ it finds the $\alpha$ that the maximum value of $OF$ remains less than a predefined threshold $\Delta_c$. The UL tries to maximize this $\alpha$ value by setting the appropriate $DV$.

$$UL : \bar{\alpha}(DV, \hat{P}_{i,t}^W) = \max_{\alpha} \ \frac{\alpha}{DV} \quad (24a)$$

$$LL : \ \max_{\alpha} \ OF(DV, \hat{P}_{i,t}^W) \leq \Delta_c \quad (24b)$$

$$\hat{P}_{i,t}^W \in U(\alpha, \hat{P}_{i,t}^W) \quad (24c)$$

$$\Delta_c = (1 + \beta_c)f_b \quad (24d)$$

$$0 \leq \beta_c \leq 1 \quad (24e)$$

Subject to:

$$\text{ (1) to (22)} \quad (24f)$$

The value of $\beta_c$ is set by the decision maker based on its toleration level. Considering the wind uncertainty set $U(\alpha, \hat{P}_{i,t}^W)$, the solution of lower level is trivial and it is $P_{i,t}^W = (1 - \alpha)\hat{P}_{i,t}^W$. The bi-level optimization described in (24) would change into a single level one as follows:

$$\bar{\alpha}(DV, \hat{P}_{i,t}^W) = \max_{\alpha} \ \frac{\alpha}{DV} \quad (25a)$$

$$OF(DV, \hat{P}_{i,t}^W) \leq \Delta_c \quad (25b)$$

$$P_{i,t}^W \leq (1 - \alpha)\hat{P}_{i,t}^W \quad (25c)$$

$$\Delta_c = (1 + \beta_c)f_b \quad (25d)$$

$$0 \leq \beta_c \leq 1 \quad (25e)$$

Subject to:

$$\text{ (1) to (22)} \quad (25f)$$
The outcome of (25) gives the $DV$ set. It is interpreted as follows: If the decision maker follows the $DV$ pattern, then he can be sure that the objective function is robust against the uncertainties (to $\beta_o$ %) as far as wind uncertainties are below $\alpha$.

C. Risk Seeker Strategy (RS)

In this strategy, the decision maker tries to find the best decision in a way that sweeping success would be possible with the least chance. It is described as a bi-level optimization as follows:

1) The base case scenario is solved the same as (23).
2) The second step of the algorithm finds the minimum required $\alpha$ that the objective function (for a given $DV$) can be less than an opportunistic level $R_o \leq f_b$. This involves solving a bi-level optimization. In lower level (LL) for a given $DV$ it finds the $\alpha$ that the minimum value of $OF$ remains less than a predefined threshold $R_o$. The Upper level tries to minimize this $\alpha$ value by finding the optimal $DV$.

$$UL : \min_{DV} \alpha \leq R_o$$

$$LL : \min_{P^{W,i)}_{W}} OF(DV, P^{W}_{i,t}) \leq R_o$$

$$P^{W}_{i,t} \in U(\alpha, P^{W}_{i,t})$$

$$\Delta_c = (1 - \beta_o)f_b$$

$$0 \leq \beta_o \leq 1$$

**Subject to :**

(1) to (22)

The value of $\beta_o$ is set by the decision maker based on its desired reduction level. The wind uncertainty set $U(\alpha, P^{W}_{i,t})$, the solution of lower level is trivial and it is $P^{W}_{i,t} = (1+\alpha)P^{W}_{i,t}$. The bi-level optimization described in (26) would change into a single level one as follows:

$$\hat{\alpha}(DV, P^{W}_{i,t}) = \min_{DV,\alpha} \alpha$$

$$OF(DV, P^{W}_{i,t}) \leq R_o$$

$$P^{W}_{i,t} \leq (1+\alpha)P^{W}_{i,t}$$

$$\Delta_c = (1 - \beta_o)f_b$$

$$0 \leq \beta_o \leq 1$$

**Subject to :**

(1) to (22)

The outcome of (27) gives the $DV$ set. It is interpreted as follows: If the decision maker follows the $DV$ pattern, then he can be hopeful that the objective function is able to reach (to $\beta_o$ % less than $f_b$) as far as wind uncertainties are at least $\alpha$.

IV. SIMULATION RESULT

A. Case-I: IEEE 24-bus RTS

The proposed model is applied to the IEEE 24 bus standard test case as depicted in Fig. 1 [26]. This network mainly includes two areas with 230 kV and 138 kV sub-grids interconnected through power transformers. The base load of this system is 2850 MW and generation mix includes variety of conventional technologies with 3405 MW installed capacity [3]. The environmental costs are taken from [3]. The total load of the system increased by 10%, two new wind generations with 200 and 400 MW rated capacity are added on buses 17 and 20 respectively (about 20% wind penetration level) and the rated capacity of 230 kV/500 MVA lines are reduced to 400 MVA for more stressing the system while retaining original transmission network topology. The main power flow pattern in this network is from 230 kV area to 138 kV. Thus corridors interconnecting these two areas are more vulnerable to congestion. Different grid scale storage technologies are analyzed in [35]. In this study, advanced lead-acid batteries rated 50 MW/ 5 hours with 90% charge and discharge efficiency (i.e. 250 MWh with 81% round trip efficiency) are considered [3], [12] while the proposed formulation could be used for evaluating other technologies as well. It should be noted here that, both network congestion level and its duration have direct impacts on total system operational costs. The system is analyzed through one year of operation with the objective defined in equation (15) and the model implemented in GAMS software using CPLEX solver [36]. Wind data are obtained from [37] and wind curtailment cost is considered to be $50/MWh [38]. The VOLL is assumed to be $10000/MWh.

1) Evaluating Alternatives: Benefits of deploying storage devices could be estimated with a well-known index i.e. benefit to cost ratio according to their impact on system operational cost defined in (15). However; the actual benefits may be lower or higher than what is estimated for the known wind power forecast. The actual benefit function may be any function within a given uncertainty envelope. Applying the IGDT model, the robust and opportunist range of these benefits are explored. Fast response time of battery energy storage systems presents a wide range of benefits and flexibilities to power system, ranges from frequency regulation to stability and reliability improvements. Thus, the recovery cost of energy storage should be distributed over multiple revenue resources [39]. It is assumed that the system planner defines different alternatives for energy storage deployment in the grid.
Table I shows that the selected alternative will tolerate about
21% uncertainty in wind power prediction in RA approach and
31% in RS approach as shown in Fig. 2. If wind is outside
of the opportunistic region in Fig. 2 then the decision maker
can be sure he can reach 3% decrease (RS) of base case cost.
On the other hand, if wind is inside the robust region in Fig.
2 then the decision maker can be sure that the operating cost
will not increase more than 3% of the base case cost.

These results also shows a long cost recovery time for
investment in energy storage and also shows that deciding
on these devices should be made with a multiple criteria
approach. The proposed framework in this study should be
easily extended to consider other benefits of energy storage
systems. In the next section, their impact on system congestion
is analyzed and reported for example.

2) Deterministic analysis: The proposed power system
with assumptions made in previous section is analyzed consid-
ering deterministic wind data pattern i.e. without uncertainty.
Fig. 3 shows load and wind profile for an arbitrary selected 4
days period in the study horizon. Without loss of generality, it
is assumed that the wind profile for both wind farms located
at buses 14 and 17 are the same. The system analyzed in
two conditions: base case where there is not any storage
device in the system and the second one with two 250 MWh
storage devices located on buses 14 and 17. Results which are
summarized in Table II shows the system yearly operational
cost in both cases based on the equation (15). The yearly
system operational cost is decreased from $295.10 m down
to $276.54 m which means the total annual saving in system
operational costs results from deploying two storage devices is
about $18.56 m. But here there is no uncertainty in wind
forecasting while in long and midterm studies, wind power
forecasting may have severe uncertainties.

<table>
<thead>
<tr>
<th>Case</th>
<th>TOC (m$)</th>
<th>TCR (m$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case (no storage)</td>
<td>295.10</td>
<td>154.86</td>
</tr>
<tr>
<td>Two 250 MWh storage on buses 14 and 17</td>
<td>276.54</td>
<td>146.83</td>
</tr>
</tbody>
</table>

The system congestion rent is calculated based on LMP
differences on transmission lines [41] (see Appendix B). Results
depicted in Table I shows storage devices valuable benefits in reducing network congestion rents and conse-
quence maximizing wind power utilization and also improving
market efficiency. It should be noted here that system total
congestion rents used here as an index of LMP flatness which
means reducing bottlenecks and market competition level. The
charging status of two considered storage devices at buses 14
and 17 are depicted in Fig. 4 and Fig. 5 corresponding to load
and wind profile of Fig. 3.

From Fig. 4 and Fig. 5, it is clear that the behavior of
storage device are depend both on load and wind profile and
energy is stored in low LMPs and discharged to the network
in higher ones taking into consideration energy devices opera-
tional constraints. A minimum level of charge is considered
for storage devices because of their operational constraints
and also providing a reserve margin for other usages. Any
periodical charge status constraint could be considered in the
study which depends on energy storage technology.

B. Case II: Modified IEEE 118 Bus System

The proposed model is also applied to the modified IEEE
118 bus test case [42]. This network mainly includes three
interconnected areas, 54 conventional thermal units and 186
branches. The total load of the system increased by 10% and
it is assumed that 400 MW wind generation plants are located
on buses 89, 90, 100 and 103 in the third area. The wind and
load profiles used in the IEEE 24 bus analysis are used here
also and other simulation parameters (e.g. wind curtailment
cost, battery capacities, interest rate and etc.) are the same as
in the previous study. Locating wind generation power plants
in the third area leads to inter and intra-area congestion in
the network. Fourteen different alternatives are defined for
battery energy storage deployment in this grid. The results of
the system analysis for one year based on the proposed
formulation and decision making process are presented in
Table III. A comparison of Table III and I shows that here
the benefit to cost ratios associated to the alternatives are

as presented in Table I considering different aspects of energy
storage. For example, analysis shows that with increasing
the wind penetration level to 20%, the system fast response
frequency regulation demand increases from 1% to 7% of
installed capacity [39]. The investment cost of each energy
storage considered in this study is about 99.5 $m ($250/kwh
for the battery, $220/kw for the power conversion system and
$520/kw for balance of the system) and with life expectancy of
15 years [3]. Considering 5% annual discount rate, the
annual investment cost will be 9.6 $m. Here we define three
criteria for evaluating alternatives presented in Table I i.e.
benefit to cost ratio, robustness measure and opportununeness
measure while other criteria could be easily included in the
model. The benefit to cost ratio is defined as the ratio of
total savings in system operational cost (defined in (15)) to
annualized investment cost in storage systems and the annuity
factor in defined as:

$$
\tau = \frac{D(1 + D)^n}{(1 + D)^n - 1} \quad (28)
$$

The decision maker (TSO) is faced with 18 different alterna-
tives as described in Table I. In each alternative, the number of
installed storage units as well as their location are specified.
Using the fuzzy satisfying method [40] (see Appendix A),
the best alternative is the alternative 9, i.e. deploying storage
devices on 14 and 17 buses. This alternative is chosen as the
best solution regarding the maximizing $\alpha$ and minimizing $\beta$
and maximizing the benefit to cost ratio.
This result shows the benefits of system wide evaluation be-
cause deploying storage devices on wind farm buses resulted
in lower operational cost savings. However in alternative #8
(storage on wind buses) there were be no any wind curtailment
while in the selected alternative the system will experience a
low level of wind curtailment. The risk measures presented in
Table I shows that the selected alternative will tolerate ab-
out 21% uncertainty in wind power prediction [41] (see Appendix B).
Results depicted in Table I shows storage devices valuable
benefits in reducing network congestion rents and conse-
quently maximizing wind power utilization and also improving
market efficiency. It should be noted here that system total
congestion rents used here as an index of LMP flatness which
means reducing bottlenecks and market competition level. The
charging status of two considered storage devices at buses 14
and 17 are depicted in Fig. 4 and Fig. 5 corresponding to load
and wind profile of Fig. 3.

From Fig. 4 and Fig. 5, it is clear that the behavior of
storage device are depend both on load and wind profile and
energy is stored in low LMPs and discharged to the network
in higher ones taking into consideration energy devices opera-
tional constraints. A minimum level of charge is considered
for storage devices because of their operational constraints
and also providing a reserve margin for other usages. Any
periodical charge status constraint could be considered in the
study which depends on energy storage technology.

The proposed model is also applied to the modified IEEE
118 bus test case [42]. This network mainly includes three
interconnected areas, 54 conventional thermal units and 186
branches. The total load of the system increased by 10% and
it is assumed that 400 MW wind generation plants are located
on buses 89, 90, 100 and 103 in the third area. The wind and
load profiles used in the IEEE 24 bus analysis are used here
also and other simulation parameters (e.g. wind curtailment
cost, battery capacities, interest rate and etc.) are the same as
in the previous study. Locating wind generation power plants
in the third area leads to inter and intra-area congestion in
the network. Fourteen different alternatives are defined for
battery energy storage deployment in this grid. The results of
the system analysis for one year based on the proposed
formulation and decision making process are presented in
Table III. A comparison of Table III and I shows that here
the benefit to cost ratios associated to the alternatives are
TABLE III
THE NETWORK OPERATIONAL PERFORMANCE FOR EACH ALTERNATIVE (CASE II: IEEE-118 BUS)

<table>
<thead>
<tr>
<th>Alternative</th>
<th>Location</th>
<th>Rent(Cost)</th>
<th>α(RA)</th>
<th>α(RS)</th>
<th>µ(max)</th>
<th>µ(min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>82,96,118</td>
<td>1.4105</td>
<td>0.0162</td>
<td>0.1208</td>
<td>0.9464</td>
<td>0.8265</td>
</tr>
<tr>
<td>2</td>
<td>96,98</td>
<td>1.4530</td>
<td>0.1506</td>
<td>0.1224</td>
<td>1.0000</td>
<td>0.7472</td>
</tr>
<tr>
<td>3</td>
<td>82,96,98</td>
<td>1.0880</td>
<td>0.1429</td>
<td>0.1232</td>
<td>0.5142</td>
<td>0.8601</td>
</tr>
<tr>
<td>4</td>
<td>82,96,100</td>
<td>1.1218</td>
<td>0.1372</td>
<td>0.1549</td>
<td>0.4528</td>
<td>0.6777</td>
</tr>
<tr>
<td>5</td>
<td>82,96,118</td>
<td>1.1092</td>
<td>0.1397</td>
<td>0.1138</td>
<td>0.5425</td>
<td>0.4656</td>
</tr>
<tr>
<td>6</td>
<td>96,98,118</td>
<td>1.1014</td>
<td>0.1296</td>
<td>0.1240</td>
<td>0.6482</td>
<td>0.2964</td>
</tr>
<tr>
<td>7</td>
<td>96,98,118</td>
<td>0.9394</td>
<td>0.1296</td>
<td>0.1240</td>
<td>0.6482</td>
<td>0.2964</td>
</tr>
<tr>
<td>8</td>
<td>98,96,100,103</td>
<td>0.7029</td>
<td>0.1648</td>
<td>0.1601</td>
<td>0.0000</td>
<td>0.8510</td>
</tr>
<tr>
<td>9</td>
<td>82,96,100,118</td>
<td>0.5950</td>
<td>0.1165</td>
<td>0.1262</td>
<td>0.3419</td>
<td>0.1109</td>
</tr>
<tr>
<td>10</td>
<td>82,96,118,100,103</td>
<td>0.1410</td>
<td>0.0539</td>
<td>0.0892</td>
<td>0.0803</td>
<td>0.0065</td>
</tr>
<tr>
<td>11</td>
<td>82,96,118</td>
<td>0.0919</td>
<td>0.1018</td>
<td>0.1285</td>
<td>0.3458</td>
<td>0.1231</td>
</tr>
<tr>
<td>12</td>
<td>96,98,100,103</td>
<td>0.4841</td>
<td>0.1503</td>
<td>0.1532</td>
<td>0.3220</td>
<td>0.5218</td>
</tr>
<tr>
<td>13</td>
<td>96,98,100,118</td>
<td>0.9464</td>
<td>0.1093</td>
<td>0.1266</td>
<td>0.3495</td>
<td>0.0000</td>
</tr>
<tr>
<td>14</td>
<td>98,96,100,103</td>
<td>0.9464</td>
<td>0.1196</td>
<td>0.1354</td>
<td>0.3323</td>
<td>0.1374</td>
</tr>
</tbody>
</table>

APPENDIX A
FUZZY SATISFYING METHOD

For minimizing objective functions the fuzzy satisfying function is defined as follows [40]:

\[ \mu_{f_k}(X_n) = \frac{f_{k}^{\max} - f_k(X_n)}{f_{k}^{\max} - f_{k}^{\min}}, \quad f_{k}^{\min} \leq f_k(X_n) \leq f_{k}^{\max} \]  

(29)

In this work, the minimization function is Opportuneness degree (\(\hat{\alpha}\)).

For maximizing objective functions the fuzzy satisfying function is defined as follows:

\[ \mu_{f_k}(X_n) = \frac{f_k(X_n) - f_{k}^{\min}}{f_{k}^{\max} - f_{k}^{\min}}, \quad f_{k}^{\min} \leq f_k(X_n) \leq f_{k}^{\max} \]  

(30)

In this work, the maximization functions are robustness degree (\(\hat{\alpha}\)) and benefit to cost ratio. Once the membership degree of fuzzy satisfying is found for every solution regarding each objective function then the final solution is chosen as follows: A conservative decision maker tries to maximize minimum satisfaction among all objectives or minimize the maximum dissatisfaction. The final solution can then be found as:

\[ \max_{\alpha} \min_{n} \{\mu_{f_k}(X_n) \} \]  

(31)

It should be noted that this is a conservative approach while other decision making approaches could also be used such as minimizing the distance between the real and desired value of satisfaction [43].

APPENDIX B
CONGESTION RENTS

The total system congestion rent is calculated as follows:

\[ TCR = \sum_{i,j,t,y} f_{i,j}(\lambda_{j,t} - \lambda_{i,t}) \]  

(32)
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List of figure captions:

- IEEE 24 bus standard test case
- The robust and opportunistic wind generation regions, Case I
- Demand and wind power profile vs time in four days in the study period
- Charging status of energy storage device located at bus 17 (RA/RS, $\beta_{c/o} = 3\%$), Case I
- Charging status of energy storage device located at bus 14 (RA/RS, $\beta_{c/o} = 3\%$), Case I
- Robustness and Opportuneness vs operating cost, Case I
- Charging status of energy storage device located at bus 96 (RA/RS, $\beta_{c/o} = 3\%$), Case II
- Charging status of energy storage device located at bus 118 (RA/RS, $\beta_{c/o} = 3\%$), Case II
- Robustness and Opportuneness vs operating cost, Case II

Fig. 1. IEEE 24 bus standard test case

Fig. 2. The robust and opportunistic wind generation regions, Case I

Fig. 3. Demand and wind power profile vs time in four days in the study period, Case I
Fig. 4. Charging status of energy storage device located at bus 17 (RA/RS,\n$\beta_{e/o} = 3\%$), Case I

Fig. 5. Charging status of energy storage device located at bus 14 (RA/RS,\n$\beta_{e/o} = 3\%$), Case I

Fig. 6. Robustness and Opportuneness vs operating cost, Case I

Fig. 7. Charging status of energy storage device located at bus 96, (RA/RS,\n$\beta_{e/o} = 3\%$), Case II

Fig. 8. Charging status of energy storage device located at bus 118 (RA/RS,\n$\beta_{e/o} = 3\%$), Case II

Fig. 9. Robustness and Opportuneness vs operating cost, Case II