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Abstract

We describe an investigation into the design of different grammars on Grammatical Evolution. As part of this investigation we introduce introns using the grammar as a mechanism by which they may be incorporated into Grammatical Evolution. We establish that a bias exists towards certain production rules for each non-terminal in the grammar, and propose alternative mechanisms by which this bias may be altered either through the use of introns, or by changing the degeneracy of the genetic code. The benefits of introns for Grammatical Evolution are demonstrated experimentally.

1 Introduction

Grammatical Evolution (GE) is an evolutionary algorithm that can evolve code in any language, using linear genomes [O’Neill & Ryan 2001] [Ryan C., Collins J.J. & O’Neill M. 1998]. We have previously presented results relating to an analysis of some of GE’s distinctive features, such as its degenerate genetic code, wrapping operator and crossover [O’Neill & Ryan 1999b] [O’Neill & Ryan 1999a]. We now present the first results from an investigation into the role of the grammar in GE. Specifically, we introduce a mechanism by which introns can be incorporated into the genotypic representation through the grammar, and conduct an analysis on the effects of these grammar defined introns on the performance of GE. We also establish the existence of a bias towards the use of certain production rules for each non-terminal, dependent upon their ordering in the grammar, and propose a mechanism by which this bias can be altered as desired through the use of grammar defined introns.

We begin with a brief overview of GE, for a more complete description we refer the reader to [O’Neill & Ryan 2001].

Grammar defined introns are then introduced, followed by a description of the experimental approach adopted to test the effects of introns, before a discussion on bias and introns.

2 Grammatical Evolution

Unlike standard GP [Koza 1992], GE uses a variable length binary string to represent programs. Each individual contains in its codons (groups of 8 bits) the information to select production rules from a Backus Naur Form (BNF) grammar. BNF is a notation that represents a language in the form of production rules. It is comprised of a set of non-terminals that can be mapped to either elements of the set of terminals, or to elements of the set of non-terminals, according to the production rules. An excerpt from a BNF grammar is given below. These productions state that S can be replaced with any one of expr, if-stmt, or loop.

\[
S ::= \text{expr} \quad (0) \\
| \text{if-stmt} \quad (1) \\
| \text{loop} \quad (2)
\]

In order to select a rule in GE, the next codon value on the genome is generated and placed in the following formula:

\[
\text{Rule} = \text{“Codon Integer Value"} \mod \text{“Number of Rules for this non-terminal"}
\]

If the next codon integer value was 4, given that we have 3 rules to select from as in the above example, we get \(4 \mod 3 = 1\). S will therefore be replaced with the non-terminal if-stmt.

Beginning from the left hand side of the genome, codon integer values are generated and used to select rules from the BNF grammar, until one of the following situations arise:
1. A complete program is generated. This occurs when all the non-terminals in the expression being mapped are transformed into elements from the terminal set of the BNF grammar.

2. The end of the genome is reached, in which case the wrapping operator is invoked. This results in the return of the genome reading frame to the left hand side of the genome once again. The reading of codons will then continue, unless an upper threshold representing the maximum number of wrapping events has occurred during this individual’s mapping process.

3. In the event that a threshold on the number of wrapping events has occurred and the individual is still incompletely mapped, the mapping process is halted, and the individual is assigned the lowest possible fitness value.

GE uses a steady state replacement mechanism, such that two parents produce two children, the best of which replaces the worst individual in the current population if the child has a greater fitness. The standard genetic operators of point mutation, and crossover (one point) are adopted. It also employs a duplication operator that duplicates a random number of codons and inserts these into the penultimate codon position on the genome. A full description of GE can be found in [O’Neill & Ryan 2001].

### 3 Grammar Defined Introns

The benefit, or otherwise, of introns in evolutionary computation have been hotly debated for some time [Levenick 1991] [Altenberg 1994] [Angeline 1994] [Nordin & Banzhaf 1995] [Nordin, Francone & Banzhaf 1995] [Wu & Lindsay 1995] [Andre & Teller 1996] [Wineberg & Oppacher 1996] [Haynes 1996] [Wu & Lindsay 1996] [Lobo et al. 1998] [Smith & Harries 1998] [Luke 2000]. In the standard implementation of GE, introns can only occur at the end of a chromosome due to the nature of the mapping process. The role of an intron in the preservation of building blocks due to destructive crossover events is therefore minimised in GE. We wish to investigate the effects introns might have on the performance of GE and, as such, have devised a mechanism by which they may be incorporated into the system. We call this mechanism Grammar Defined Introns, whereby the grammar is used to incorporate introns into the genome. This is achieved by allowing codons to be skipped over during the mapping process, by using introns as a choice(s) for non-terminals.

For example, the following non-terminal uses an intron as a rule:

\[
\text{<line>} ::= \text{<if-statement>} \quad (A) \quad | \quad \text{<op>} \quad (B) \quad | \quad \text{intron} \quad (C)
\]

When a codon evaluates to the intron rule being selected we simply skip over this codon, and the code undergoing the mapping is unchanged. In this case the non-terminal <line> would remain as <line> if the intron rule is selected, and the next codon is read.

### 4 Bias in Grammatical Evolution

When choosing a production rule to be applied to a non-terminal during the mapping process, there is a bias towards certain choices. The amount of bias depends on the number of choices that are to be made, and on the number of genetic codes that are used to represent each choice. Taking the example of the non-terminal <op>:

\[
\text{<op>} ::= \text{left()} \quad (A) \quad | \quad \text{right()} \quad (B) \quad | \quad \text{move()} \quad (C)
\]

there are 3 possible mappings for <op> that can be made in this case. Given a 2-bit codon, there are 4 possible genetic codes representing these choices. This results in a strong bias towards the first choice with a probability of selection of 0.5 as opposed to 0.25 for both of the other rules, see Table 1.

<table>
<thead>
<tr>
<th>Genetic Code</th>
<th>Choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>A</td>
</tr>
<tr>
<td>01</td>
<td>B</td>
</tr>
<tr>
<td>10</td>
<td>C</td>
</tr>
<tr>
<td>11</td>
<td>A</td>
</tr>
</tbody>
</table>

Table 1: Probabilities of selecting a production rule using 2-bit codons.

However, given an 3-bit codon the bias due to the probability of using any one rule is reduced, see Table 2.

<table>
<thead>
<tr>
<th>Choice</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2/4</td>
</tr>
<tr>
<td>B</td>
<td>1/4</td>
</tr>
<tr>
<td>C</td>
<td>1/4</td>
</tr>
</tbody>
</table>

Table 2: Probabilities of selecting a production rule using 3-bit codons.

Taking the case of an 8-bit codon as adopted in the standard GE implementation this bias is minimised even further, see Table 3.

In the case of there being two choices as in

\[
\text{(1) <code>} ::= \text{<line>} \quad (A) \quad \text{|} \quad \text{<code><line>} \quad (B)
\]

there is no bias to either choice no matter how many codes exist.

One approach to alleviate the problem of bias was that used by [Paterson & Livesley], who duplicated certain rules. Unfortunately, that system was difficult to control, and not very
Table 2: Probabilities of selecting a production rule using 3-bit codons.

<table>
<thead>
<tr>
<th>Choice</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3/8 (.375)</td>
</tr>
<tr>
<td>B</td>
<td>3/8 (.375)</td>
</tr>
<tr>
<td>C</td>
<td>2/8 (.25)</td>
</tr>
</tbody>
</table>

Table 3: Probabilities of selecting a production rule using 8-bit codons.

<table>
<thead>
<tr>
<th>Choice</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>86/256 (.336)</td>
</tr>
<tr>
<td>B</td>
<td>85/256 (.332)</td>
</tr>
<tr>
<td>C</td>
<td>85/256 (.332)</td>
</tr>
</tbody>
</table>

successful at removing the bias. Another approach that GE can employ is to minimise the bias towards any one rule by increasing the size of the codon.

This paper will consider both the possibility of introducing and removing bias through the incorporation of introns.

## 5 Experimental Approach

The aim of this paper is to examine bias in the grammar and see if using introns and increasing codon size can be used to alter any bias effects that might be observed. We also wish to establish if introns may be useful to GE.

We conduct our experimentation on the Santa Fe ant trail problem. A tableau describing this problem and parameters can be seen in Table 4. The default grammar used for this problem is outlined below.

\[
N = \{\text{code, line, if - statement, op}\} \\
T = \{\text{left(), right(), move(), food_ahead(),} \\
\text{else, if, {, }, (, )}\} \\
S = \text{< code >} \\
\]

And \(P\) can be represented as:

\[
(A) \ <\text{code}> \ ::= \ <\text{line}> \hspace{1cm} (0) \\
\hspace{1cm} | <\text{code}><\text{line}> \hspace{1cm} (1) \\
\]

\[
(B) \ <\text{line}> \ ::= \ <\text{if-statement}> \hspace{1cm} (0) \\
\hspace{1cm} | <\text{op}> \hspace{1cm} (1) \\
\]

\[
(C) \ <\text{if-statement}> \ ::= \ \text{if(food_ahead())}\{ \\
\hspace{1cm} <\text{line}> \\
\hspace{1cm} \text{else}\{ <\text{line}> \} \}
\]

\[
(D) \ <\text{op}> \ ::= \ \text{left() (0) } \\
\hspace{1cm} | \text{right() (1) } \\
\hspace{1cm} | \text{move() (2) } \\
\]

To determine the effect of introns on the performance of GE, grammar defined introns were placed at various points in the grammar, and the cumulative frequency of success measured on the target problem.

For example, 100 runs were conducted where an intron was placed at position zero of Rule (A) as follows:

\[
(A) \ <\text{code}> \ ::= \ <\text{line}> \hspace{1cm} (0) \\
\hspace{1cm} | <\text{intron}> \hspace{1cm} (1) \\
\hspace{1cm} | <\text{code}><\text{line}> \hspace{1cm} (2) \\
\]

100 runs were then conducted with the intron placed at the other two remaining positions:

\[
(A) \ <\text{code}> \ ::= \ <\text{line}> \hspace{1cm} (0) \\
\hspace{1cm} | <\text{code}><\text{line}> \hspace{1cm} (1) \\
\hspace{1cm} | <\text{intron}> \hspace{1cm} (2) \\
\]

and,

\[
(A) \ <\text{code}> \ ::= \ <\text{line}> \hspace{1cm} (0) \\
\hspace{1cm} | <\text{code}><\text{line}> \hspace{1cm} (1) \\
\hspace{1cm} | <\text{intron}> \hspace{1cm} (2) \\
\]

The same approach was taken for the other two non-terminals involving a choice (i.e. Rules B and D).

To take into account the bias that might result from using a smaller codon size, we repeat the above experiments using a 2-bit codon instead of the 8-bits used normally.

## 6 Results

Cumulative frequencies of success for each of the experiments outlined in the previous section are given in Figures 1, 2, 3 and 4.

Figure 1 shows results for the insertion of an intron at the various positions of rule A. With the intron in position zero, a success rate superior to standard GE is achieved in the case of both 8-bit and 2-bit codons, with little difference between the 8-bit and 2-bit results. In the cases of positions one and two, it can be seen that the presence of the intron has the similar effect of improving success over standard GE. With the addi-
Objective: Find a computer program to control an artificial ant so that it can find all 89 pieces of food located on the Santa Fe Trail.

Terminal Operators: \texttt{left()}, \texttt{right()}, \texttt{move()}, \texttt{food\_ahead()}

<table>
<thead>
<tr>
<th>Fitness cases</th>
<th>Raw Fitness</th>
<th>Standardised Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>One fitness case</td>
<td>Number of pieces of food before the ant times out with 615 operations.</td>
<td>Total number of pieces of food less the raw fitness.</td>
</tr>
</tbody>
</table>

| Hits                      | Same as raw fitness.          |
| Wrapper                  | Standard productions to generate C functions |

| Parameters               | Population = 500, Generations = 50, pmut = 0.01, pcross = 0.9 |

Table 4: Grammatical Evolution Tableau for the Santa Fe Trail

In the case that the intron is in position zero and therefore biased towards (stronger bias in the case of a 2-bit codon) we see a superior performance to standard GE, particularly in the case of a 2-bit codon.

These results would suggest that by inserting bias towards the choice of an intron we achieve an improved performance, comparing to what would otherwise be an unbiased rule choice. When 8-bit codons are adopted (reduction in bias towards the rule at position zero), the improvement in performance by placing an intron at position zero is less evident than in the case of 2-bit codons.

In the case of inserting an intron in positions 1 or 2, we are creating a bias towards the rule in position 0, i.e. \texttt{< code > ::= < line >}. This also gave us superior performance comparing to standard GE. This seems to suggest by forcibly inserting a bias towards certain rules, we can guide the system to make its choices, thus improving the overall performance.

Similar results are observed for rule B, see Figure 2. The presence of introns generally enhances the performance over standard GE, with positive effects due to the insertion of bias either towards introns, or towards existing rules.

Insertion of an intron into rule D has the opposite effect to insertion into rules A and B, i.e. change from an uneven number of choices (3) to an even number (4), see Figure 3 and 4. With the addition of an intron, the bias towards any one of the production rules is removed. The results demonstrate that with the intron placed at all the positions other than position zero, a reduction in performance over standard GE with 8-bit codons is observed. The change in success rate when placed in position zero appears to be less evident in the case of 8-bit codons, but much larger for 2-bit codons.

6.1 Discussion

These results suggest that it is quite possible for a grammar to implicitly contain bias. This, in turn, can have severe implications for the type and quality of individuals explored by the system.

Previous results [O’Neill & Ryan 1999a] have shown that when degeneracy was removed from the system, the performance dropped dramatically. Indeed, Figures 2 to 4 illustrate just how poorly the 2 bit representation (minimal degeneracy) fares.

While it wasn’t clear from earlier work exactly why a degenerate encoding was better, these results suggest that degeneracy acts to remove bias from the search. The performance of the 2 bit representation with bias removed approaches that of the 8 bit representation, but on no occasion does it outperform the 8 bit with bias removed. This suggests that degeneracy is doing more than counteracting bias.

Finally, it is clear from the results that sometimes the removal of bias towards a grammar production rule will not improve performance. This in turn suggests that bias in grammars can guide the system to better choices, thus improving the search for a solution.

These findings are, however, limited to the problem domain examined, and as such, further investigations will be required to determine their generality.

7 Conclusions & Future Work

A technique called Grammar Defined Introns is introduced to incorporate introns into GE. Following a discussion on the bias that exists towards certain production rules of the BNF grammar, we demonstrate that the creation of bias has positive effects in the case of the problem domain and grammar examined here. In particular, bias towards introns has been shown to have beneficial effects, thus suggesting that introns
have a useful role to play in their own right, i.e. in addition to their ability to alter bias towards other production rules.

We show that degeneracy can remove the effect of bias, and that, in many cases, using a degenerate code can outperform a tweaked insertion of introns. In certain cases, a combination of Grammar Defined Introns and degenerate code produces the best performance.

The effect of counteracting bias can be dramatic, and this suggests that much care should be taken in the design of a grammar. Future work will consider the possibility of ideal numbers of productions, and also examine the effects of removing/introducing bias on other problems.
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Figure 3: The effects of inserting introns for the first three choices on the fourth non-terminal op

Figure 4: (Left) The effects of inserting introns for the fourth choice on the fourth non-terminal op (Right) Results for 2-bit and 8-bit codons using the standard grammar


