The role of unsatisfiable Boolean constraints in lightweight description logics

Arif, Muhammad Fareed

2016

University College Dublin. School of Computer Science

http://dissertations.umi.com/ucd:10119

http://hdl.handle.net/10197/8595
The Role of Unsatisfiable Boolean Constraints in Lightweight Description Logics

Doctoral Thesis

M. Fareed Arif
12250832

The thesis is submitted to University College Dublin in fulfillment of the requirements for the degree of Doctor of Philosophy in the School of Computer Science and Informatics College of Science University College Dublin (UCD)

Head of School: Professor Dr. Pádraig Cunningham
Principal Supervisor: Professor Dr. João Marques-Silva
Co-Supervisor: Professor Dr. Alexey Lastovetsky

August 2016
Contents

1 Introduction 2

2 Preliminaries 8
  2.1 Satisfiability Theory (SAT) ...................... 8
  2.2 Lightweight Description Logics .................. 15
  2.3 Hypergraph Theory ............................... 27

3 Axiom pinpointing via Enumeration of MCSes/MUSes 31
  3.1 MUSes and MCSes Enumeration .................... 32
    3.1.1 Minimal Hitting Set Enumeration ............. 32
    3.1.2 Explicit Enumeration ......................... 34
    3.1.3 Implicit Enumeration .......................... 38
  3.2 Axiom pinpointing in Lightweight DL $\mathcal{EL}^+$ .... 41
    3.2.1 (EL2MCS) MCS Enumeration using HST .......... 42
    3.2.2 (HgMUS) group MUS Enumeration of Horn Formula . 44
    3.2.3 (BEACON) Lightweight DL Debugger .......... 45
    3.2.4 Complexity Results ............................. 46
CONTENTS

3.2.5 Experimental Assessment . . . . . . . . . . . . . . . . . 48

4 KI ’15 Publication 53

5 SAT ’15 Publication 63

6 SAT ’16 Publication 84

7 JAIR ’16 Paper 96

8 Conclusions and Future Work 131

Bibliography 133
Abstract

Lightweight Description Logics (e.g. $\mathcal{EL}$, $\mathcal{EL}^+$ etc.) are commonly used languages to represent life science ontologies. In such languages ontology classification – the problem of computing all the subsumption relations – is tractable and used to characterize all the classes and properties in any given ontology. Despite the fact that classification is tractable in $\mathcal{EL}^+$, axiom pinpointing – the problem of computing the reasons of an (unintended) subsumption relation – is still worst-case exponential. This thesis proposes state-of-the art SAT-based axiom pinpointing methods for the Lightweight Description Logic $\mathcal{EL}^+$. These axiom pinpointing methods emanate from the analysis of minimal unsatisfiable boolean constraints using hitting set dualization that is also related to Reiter’s model-based diagnosis. Its consequences are significant both in terms of algorithms (i.e., MUS extraction and enumeration methods) as well as understanding axiom pinpointing in Lightweight Description Logics through the prism of minimal unsatisfiable boolean constraints and its related problems (i.e., hypergraph transversal).
Chapter 1

Introduction

Description Logics (DLs) are a family of knowledge representation formalisms that model the relationships between well formed concepts and roles in a domain of interest [BCM+10]. In such a domain, concepts are set of individuals or individual names in a class and roles define properties or relationship between these individuals. In Web Ontology Language (OWL) [GHM+08] classes represent concepts and roles are known as properties. OWL is a standard theoretically founded on DLs which provide empirical reasoning services for ontology languages (i.e., OWL Lite, OWL DL and OWL FULL [PSHH04]) of variable expressivity that have a range of applications in areas of medicine and bioinformatics [GZB06b, SAR+07, SCS11], agriculture [SLL+04], astronomy [DRPM06], geography [Goo05], military and defense [Sma07, LAF+05], among others.

Lightweight Description Logics (i.e., $\mathcal{EL}$, $\mathcal{ELH}$ and $\mathcal{EL}^+$) (see Section 2.2)
are tractable fragments of a well-known description logic \( \mathcal{ALC} \) (Attributive Concept Language with Complements) \cite{SS91}. The \( \mathcal{EL} \) family of DLs\(^1\) is distinguished because it has polynomial-time reasoning algorithms \cite{Bra04, BBL05} and it is commonly used to represent life science ontologies including NCI (the National Cancer Institute Thesaurus) \cite{SdCH07}, GENE \cite{ABB00}, FMA (Foundational Model of Anatomy) \cite{RM03, GZB06a}, SNOMED CT (Systematized Nomenclature of Medicine – Clinical Terms) \cite{SC97} and GALEN \cite{RH97}. These medical ontologies gather, access, share, and classify biomedical knowledge and data.

Ontology classification – the problem of computing all subsumption relations – is an important reasoning service that creates a hierarchy of classes (taxonomic hierarchy) that are either subsuming or being subsumed by other classes (or concepts) \cite{BCM10}. Thus, any property that is necessarily true for a subsuming class (or concept) is true for all subsumed classes (or concepts). Rather than merely deciding a subsumption relation among concepts in an ontology; sometimes, it is imperative to find the concise explanations for a consequence \cite{BS08} (i.e., why a subsumption relation holds) and compute repairs (i.e., remove consequence), if necessary. This problem is circumscribed under the topic of axiom pinpointing that is an extensively studied problem \cite{BH95, SC03, MLBP06, BLS06, SHChV07, BP10b, BPS07, KPHS07, BS08, HPS09, MMV11, SV09, HPS09, PS09, PS10b, PS10a, Sun13, ZQS13, SV15, AMMS15a, AMMS15b, MPR16, AMI16} and has wide range of applications.

\(^1\)Lightweight DLs and \( \mathcal{EL} \) family of DLs refer to the same term and are used interchangeably.
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including ontology debugging [PSK05, KPSG06, SChvH07], explaining logical differences [KLW12], error-tolerant reasoning [LP14b, LP14a] and context based reasoning [BKP12, Peñ15].

For the $\mathcal{EL}$ family of Description Logics axiom pinpointing defines an important step in debugging (error-prone) $\mathcal{EL}^+$ ontologies [BPS07, BS08]. It computes one, many or all set-wise minimal set of axioms (MinAs) which explain some (unintended) inference e.g. a subsumption relation. For $\mathcal{EL}^+$ ontologies, $\mathcal{EL}^+$SAT [SV09, SV15] is a SAT-based axiom pinpointing approach that encodes the complete inference or classification (which can be viewed as a directed acyclic graph) into a polynomial size Horn formula and enumerates over MinAs using AllSAT-based methods [LNO06a]. Instead, we can make use of more effective MUS extraction and enumeration algorithms [LS08, LS05, LS08, LML09, BMS11, MSL11, BMS12, BLMS12, PM13, LPMMS15]) (see Section 3.1) for axiom pinpointing in the $\mathcal{EL}$ family of Description Logics and its related problems [BKP12, LP14b]. Based on these techniques, we have implemented the following state-of-the-art SAT-based axiom pinpointing and debugging tools for the Lightweight DL $\mathcal{EL}^+$:

- EL2MCS [AMMS15a] is an MCS-enumerator complemented with hitting set duality algorithms for axiom pinpointing in Lightweight DLs (see details Subsection 3.2.1).

- EL2MUS [AMMS15b], front-end to HgMUS [AMMS15b], is an efficient tool to enumerate MUSes of Horn formulae for axiom pinpointing in Lightweight DLs. HgMUS is a state-of-the-art group-MUS enumerator.
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(see details Subsection 3.2.2).

• BEACON [AMI+16] is an efficient Debugging tool for $\mathcal{EL}^+$ ontologies that assimilates HgMUS and FORQES [IPLM15]. FORQES is a state-of-the-art solver for computing the cardinality-minimum MUS (SMUS) (see details Subsection 3.2.3).

These tools are related and emanate from the analysis of minimal unsatisfiable boolean constraints using hitting set dualization (see Section 3.2). We have compared these tools with EL$^+$ SAT [SV09, SV15], SATPin [MP15] and other alternatives, such as CEL [BLS06], JUST [Lud14] and report categorical performance gains in Chapter 4, Chapter 5, Chapter 6 and Chapter 7. We have also conducted a detailed analysis of existing SAT based axiom pinpointing methods, particularly EL$^+$ SAT and SATPin, and explain the reasons for their inefficiencies (see Chapter 5).

From a complexity perspective, the $\mathcal{EL}$ family of DLs guarantee to yield polynomial complexity of reasoning but axiom pinpointing is an NP-hard problem [PS09, PS10b, PS10a] and in the worst case, there may exist exponential many minimal subsets (w.r.t. set inclusion) for a consequence [BPS07]. Even deciding the cardinality-minimum MinA is $\Delta^p_2$-complete [Bie08] and the complexity of enumerating all MinAs is as hard as enumerating the set of minimal transversals$^2$ of a hypergraph [PS09], a well studied open problem [EG95a] (see Section 2.3). Moreover, hypergraph transversal and its related problems can yield a tight complexity bound for axiom pinpointing in the $\mathcal{EL}$ family.

$^2$A transversal of a hypergraph is a subset of vertex set which has a non empty intersection with every hyperedge in the graph.
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of DLs because these well-studied problems are closely related with the existence of an output polynomial algorithm\(^3\) for enumeration problems which defines a parameter to measure the time complexity of enumeration algorithms (see Subsection 3.2.4).

**Thesis Overview**

The outline of this report is as follows:

- **Chapter 2** defines the basic and related definitions along with relevant decision problems (i.e., minimal unsatisfiability, classification and axiom pinpointing etc.) both in Boolean Satisfiability Theory (SAT) (see Section 2.1) and Lightweight Description Logic $\mathcal{EL}^+$ (see Section 2.2), respectively. This chapter also includes a detailed discussion on the well-known hypergraph transversal problem in relation to decision and functional problems in Lightweight DLs and SAT (see Section 2.3). We have also provided relevant examples in each section of this chapter.

- **Chapter 3** explains the well-known Reiter’s model based diagnosis detailed with explicit and implicit minimal hitting set enumeration techniques (see Section 3.1). Building on this concrete foundation, we propose to solve the problem of axiom pinpointing in the Lightweight Description Logic $\mathcal{EL}^+$ using unsatisfiable boolean constraints (see Section 3.2). We conclude this chapter by providing the complexity results

\(^3\)An output polynomial algorithm is such that whose running time is bounded by a polynomial depending on the size of inputs as well as outputs.
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of decision and enumeration problems both in SAT and Lightweight DLs and the experimental evaluation of our proposed methods in comparison with existing state of the art axiom pinpointing methods for $\mathcal{EL}^+$.  

• Chapter 4, Chapter 5, Chapter 6 and Chapter 7 enlist the peer reviewed publications and the contributions the author has made towards solving the problem of axiom pinpointing in the Lightweight Description Logic $\mathcal{EL}^+$ using SAT-based methods and techniques, explained in Chapter 3.

• Chapter 8 concludes the discussion with a brief summary and some future directions of research.
Chapter 2

Preliminaries

This chapter provides an overview of the Boolean Satisfiability Problem (SAT) (Section 2.1) and the Lightweight Description Logic $\mathcal{EL}^+$ (Section 2.2).

2.1 Satisfiability Theory (SAT)

The Boolean Satisfiability Problem (SAT), well-known to be NP-complete [Coo71, Lev73], is an important decision problem that decides (yes or no answer) if there exists an assignment to the variables of a Boolean formula that makes it true. Despite its worst-case exponential behavior, well-engineered Conflict-Driven Clause Learning (CDCL) [MSLM09] SAT solvers efficiently compute the satisfying assignments for many classes of propositional formulae. Modern CDCL solvers, besides using DPLL [DLL62], speedup overall problem solving time using several key techniques [BHvMW09] including clause learning [MSS96, MSS99], branching heuristics [MMZ+01], lazy data structures
using watched literals [MMZ+01], search restarts [GSK98, BS00b], clause deletion strategies [GN07], among others. Efficient SAT encoding techniques [ES06, Ms08, CES+09, Pre09] and off-the-shelf SAT solvers provide a valuable tool for solving a range of problems. Example of applications include software and hardware verification [BCC+99, BCCZ99], interpolation and SAT-based model checking [McM03], automatic test pattern generation (ATPG) [LMS06a], automated planning [KS92, NGT04], bioinformatics [LMS06b], software package dependencies [DCDL+06], and cryptography [Bar08]. These problems are either formulated as simple decision problems (i.e., Is a given boolean formula $\varphi$ satisfiable?) or search problems (i.e., Find a satisfying assignment to $\varphi$ if it exists else output unsatisfiable) or involve in solving a complex function problem (i.e., compute a prime implicat of $\varphi$) defined over Boolean formulae that call a SAT solver as an oracle to determine the satisfiability. Example of function problems include computing prime implicants or implicates, minimal unsatisfiable subsets of clauses, minimal correction subsets of clauses, minimal and maximal models, etc. These function problems can also be reduced to the problem of computing a minimal set for a given monotone predicate [BM07, MSJ13].

**Syntax of Propositional Formulas**

We use standard propositional logic definitions [BL99, BHvMW09]. A Boolean formula $\mathcal{F}$ is defined inductively over set of propositional variables $X \triangleq \{x_1, \ldots, x_n\}$ using standard logical connectives $\neg$, $\lor$, $\land$ that can be extended to include $\to$, and $\leftrightarrow$. For example, $\neg\mathcal{F}$ and $\mathcal{G}_1 \circ \mathcal{G}_2$ where $\circ \in \{\lor, \land, \to, \leftrightarrow\}$ are well-formed.
formulas in propositional logic. Propositional formulae also include conjunctive and disjunctive normal forms (CNF and DNF). A CNF formula $F$ is a conjunction of clauses $(c_1 \land \cdots \land c_m)$. Each clause $c$ is a non-tautologous disjunction of literals $(l_1 \lor \cdots \lor l_k)$ where a literal $l$ is either a boolean variable $x \in X$ or its negation $\neg x$. A clause is called a Horn clause if it contains at most one positive literal. Conversion of any propositional formula $\varphi$ into a satisfiability preserving CNF $F$ can be done using well-known Tseitin encodings [Tse83, PG86], or transformation techniques [Vel05] that also handle unobservable variables. A CNF formula can also be viewed as set of clauses and a clause is a set of literals. In a CNF formula, a Horn formula is special case that is only composed of Horn clauses. There are number of classes of CNF (i.e., Horn CNF, 2CNF etc.) that are decidable in polynomial time [DG84, IM87, Min88].

Semantics of Propositional Formulas

A truth assignment, or an interpretation, is a mapping $\mu : X \rightarrow \{0, 1\}$ that assign truth values (0 or 1) to the variables of $F$ and is also called an interpretation. A propositional formula $F$ is evaluated using an interpretation and standard truth-functional connectives ($\neg, \lor, \land, \rightarrow, \leftrightarrow$) that adheres to the
following set theoretic semantics [BHvMW09]:

\[
\mu(F) = \begin{cases} 
1 - \mu(F) & \text{if } F = \mu(\neg F) \\
\min\{\mu(G_1), \mu(G_2)\} & \text{if } F = \mu(G_1 \lor G_2) \\
\max\{\mu(G_1), \mu(G_2)\} & \text{if } F = \mu(G_1 \land G_2) \\
\max\{1 - \mu(G_1), \mu(G_2)\} & \text{if } F = \mu(G_1 \rightarrow G_2) \\
1 - |\mu(G_1), \mu(G_2)| & \text{if } F = \mu(G_1 \leftrightarrow G_2)
\end{cases}
\]

In set theory, the min and max are the least and greatest elements based on standard ordering \(\leq\) of the natural numbers in the set, respectively. An interpretation \(\mu\) satisfies a clause \(c\) if it contains at least one of its literals. Given a formula \(F\), \(\mu\) satisfies \(F\) (written \(\mu \models F\)) if it satisfies all its clauses (i.e., \(\mu(F) = 1\)) and it is referred as a model of \(F\). A propositional formula \(F\) is either satisfiable (\(F \not\models \bot\)) or unsatisfiable (\(F \models \bot\)).

**Maximum Satisfiability Problem**

The maximum satisfiability problem (MaxSAT) is a generalization of the satisfiability problem. In MaxSAT, a CNF formula \(F\) is a tuple \(\langle \varphi_H, \varphi_S \rangle\), where \(\varphi_H\) denotes the hard clauses (must be satisfied) and \(\varphi_S\) denotes the soft clauses (can be relaxed or dropped). Moreover, the weight function \(\omega : \varphi_H \cup \varphi_S \rightarrow \mathbb{R} \cup \top\) assigns a value to every clause in \(F\). Such an \(F\) defines a partial MaxSAT instance that is an optimization problem in SAT. It requires hard clauses in \(F\) to be satisfied, whereas soft clauses can be discarded and the weight function summed up to define the cost for each satisfying model.

\(^1\bot\) denotes False or 0. Similarly, \(\top\) stand for True or 1.
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A SAT solver accepts a propositional formula \( \mathcal{F} \), CNF-encoding in the DIMACS file format [JT96], and returns a tuple \( \langle \text{st}, \mu \rangle = \text{SAT}(\mathcal{F}) \). If \( \mathcal{F} \) is satisfiable (i.e., \( \text{st} = 1 \)) the truth assignment \( \mu \) is a model or witness of satisfiability for \( \mathcal{F} \). If \( \mathcal{F} \) is unsatisfiable (i.e., \( \text{st} = 0 \)) then it may contain unsatisfiable cores \( \mathcal{U} \subseteq \mathcal{F} \). For any satisfiable formula \( \mathcal{F} \) (i.e., \( \mathcal{F} \not\models \bot \)) we make use of maximal models. These models are set-wise maximal subset of the variables in \( \mathcal{F} \) that are assigned a true value (i.e., \( \mu(x) = 1 \) where \( x \in \mathcal{F} \)). If \( \mu \) and \( \mu' \) are models of \( \mathcal{F} \), we say \( \mu \leq \mu' \) if \( \mu(x) = 1 \) implies \( \mu'(x) = 0 \). A model \( \mu \) is maximal if no other model \( \mu' \) such that \( \mu < \mu' \) and \( \mu \) is minimal if for any other model \( \mu' \), we have \( \mu' < \mu \). Moreover, any two models \( \mu \) and \( \mu' \) are incomparable if neither \( \mu \leq \mu' \) nor \( \mu' \leq \mu \).

Let \( \mathcal{F} \) is satisfiable propositional formula, \( \mu \) is a model of \( \mathcal{F} \) and \( P \subseteq X \) is a set of variables appearing in \( \mu \) with positive polarity. The variables that does not appear in \( P \) are assumed to be falsified.

**Definition 1.** Given \( \mathcal{F} \cup P \not\models \bot \), the (satisfying) truth assignment \( \mu \) is a maximal model (MxM) of \( \mathcal{F} \) iff \( \forall x \in X \setminus P, \mathcal{F} \cup P \cup \{x\} \not\models \bot \).

We can also obtain a minimal model for an unsatisfiable formula \( \mathcal{F} \) on similar notes.

**Unsatisfiable Boolean Constraints**

An over-constrained system [MBB+03] is represented by an unsatisfiable formula \( \mathcal{F} \) (i.e., \( \mathcal{F} \models \bot \)) that may contain more than one unsatisfiable core \( \mathcal{U} \subseteq \mathcal{F} \) and comprises of clauses that contribute to the unsatisfiability of \( \mathcal{F} \). A
minimal subset of clauses \( \mathcal{M} \) from \( \mathcal{U} \) that preserves its unsatisfiability can be seen as a minimal set of reasons of unsatisfiability of \( \mathcal{F} \).

**Definition 2.** Given \( \mathcal{F} \models \perp \), \( \mathcal{M} \subseteq \mathcal{F} \) is a Minimal Unsatisfiable Subformula (MUS) of \( \mathcal{F} \) iff \( \mathcal{M} \) is unsatisfiable and \( \forall \mathcal{M}' \subseteq \mathcal{M} \mathcal{M}' \) is satisfiable.

A minimal correction subset represents a minimal set of clauses that are removed to restore satisfiability of \( \mathcal{F} \).

**Definition 3.** Let \( \mathcal{F} \models \perp \), \( \mathcal{C} \subseteq \mathcal{F} \) is a Minimal Correction Subformula (MCS) of \( \mathcal{F} \) iff \( \mathcal{F} \setminus \mathcal{C} \) is satisfiable and \( \forall \mathcal{C}' \subseteq \mathcal{C} \mathcal{F} \setminus \mathcal{C}' \) is unsatisfiable.

An **Maximal Satisfiable Subset** (MSS) is the complement of an MCS [BL03, LS08].

**Definition 4** (MSS). Let \( \mathcal{F} \models \perp \), the subset \( \mathcal{S} \subseteq \mathcal{F} \) is a Maximal Satisfiable Subset (MSS) iff \( \forall \mathcal{c} \subseteq \mathcal{F} \setminus \mathcal{S} \) such that \( \mathcal{S} \cup \mathcal{c} \) is unsatisfiable.

The analysis of over-constrained systems [MBB+03, OPFP07] finds many relevant applications in type error debugging [dlBSW03, BS05], inconsistency measurement [HK10, XM12], debugging of relational specifications [TCJ08, TVD10], over-constrained temporal problems [LMPS05], and software hardware model checking [ALS08]. Motivated by these applications, MUSes and related concepts have been extended to CNF formulae where clauses are partitioned into disjoint sets called groups [LS08].

**Definition 5.** *(Group-Oriented MUS).* Given an explicitly partitioned unsatisfiable CNF formula \( \mathcal{F} = \mathcal{G}_0 \cup ... \cup \mathcal{G}_k \), a group-oriented MUS (or group-
MUS) of $F$ is a set of groups $G \subseteq \{G_1, \ldots, G_k\}$, such that $G_0 \cup G$ is unsatisfiable, and for every $G_i \in G$, $G_0 \cup (G \setminus G_i)$ is satisfiable.

The core group $G_0$ (group-0) consists of background clauses that are included in every group-MUS and supposed to be satisfiable and can be empty.

The related concepts of group-MCS and group-MSS can be defined in the same way. For MaxSAT, the use of groups is investigated in [HMM15].

**Example 2.1.1.** Let $F$ be an unsatisfiable formula defines $G_0$ as core group (clauses $c_1, c_2, c_3$ must be satisfied) and $G_1, \ldots, G_4$ contains unit soft clauses ($c_4, \ldots, c_7$) assigned to a selection variable from $p_1, \ldots, p_4$.

$$G_0 = \{ \neg a \lor \neg b \} \land (b) \land (\neg c \lor \neg d \lor \neg e) \}$$

$$G_1 = \{ c_4 \}, G_2 = \{ c_5 \}, G_3 = \{ c_6 \}, G_4 = \{ c_7 \}$$

$$F = G_0 \cup \{ p_1 \rightarrow G_1 \} \cup \{ p_2 \rightarrow G_2 \} \cup \{ p_3 \rightarrow G_3 \} \cup \{ p_4 \rightarrow G_4 \}.$$ 

It is shown in Table 2.1 that the propositional formula $F$ has two MUSes $M_1 = \{ c_4 \}, M_2 = \{ c_5, c_6, c_7 \}$ and three MCSes $C_1 = \{ c_4, c_5 \}, C_2 = \{ c_4, c_6 \},$
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$C_3 = \{c_4, c_7\} \text{ along with maximal models } \mu_1, \ldots, \mu_5 \text{ and respective blocking clauses } B_1, \ldots, B_5$. The maximal models are used to enumerate over the search space whereas the blocking clauses eliminate the redundant search process (also see Section 3.1).

Complexity of Decision Problems in SAT

From a query complexity perspective, deciding an MUS is DP$^P$-Complete problem and extracting an MUS, a function problem, is in FP$^{NP}$ with lower bound in FP$^{NP/||}$ [CT95]. Moreover, deciding the existence of an MUS of size less than or equal to $k \in \mathbb{N}$ is $\Sigma^P_2$-Complete problem [Lib05, Gup06] and extracting the smallest MUS (SMUS) is a function problem that is in FP$^{\Sigma^P_2}$ [LS04, LML$^+$09, IPLM15].

2.2 Lightweight Description Logics

A Description Logic (DL) can be considered as an extension of propositional logic that consists of concepts (unary relations), roles (binary relations), and individuals (constants) [BCM$^+$10]. We have only considered the Lightweight Description Logic $\mathcal{EL}^+$ [Bra04, BBL05] and its reasoning services.

Lightweight Description Logics are tractable with limited expressivity which however provide efficient polynomial-time reasoning services. In particular, the Lightweight DL $\mathcal{EL}^+$ has been extensively used to build large ontologies, most notably from the biomedical domains [SCC97, ABB$^+$00, GZB06b, RM03, GZB06a, SdCH$^+$07, SCS11].
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Syntax of $\mathcal{EL}^+$

The standard definitions of Description Logic $\mathcal{EL}^+$ [BBL05] are considered in which the set of concept names in $N_C$ represents classes and role names$^2$ in $N_R$ represents properties or relationship in a problem domain. An $\mathcal{EL}^+$ concept description $C$ is an expression that is inductively built from these disjoint sets $N_C$ and $N_R$ using the following BNF rule:

$$C ::= A \mid \top \mid C \cap C \mid \exists r.C$$

where $A \in N_C$ is a concept name, as mentioned, represents a class, $\top$ represents the top concept i.e., the super class of all the classes, $C \cap C$ represents the intersection of two classes and $\exists r.C$ represent class of things which are related to some member of the class $C$ via property $r \in N_R$.

Example 2.2.1. For example, in a family domain Person can be used as a concept name to represent persons, $\exists$hasChild.Person (i.e., class of things which have some person as their child) is a concept description that defines parents. If concept Male represents only males then Male$\cap$\exists haveChild.Person represent fatherhood.

A general concept inclusion (GCI$^3$) has the form $C \sqsubseteq D$ where $C, D$ are $\mathcal{EL}^+$ concept descriptions and a role inclusion (RI) axiom is of form $r_1 \circ \cdots \circ r_n \sqsubseteq r$ where $r_1 \circ \cdots \circ r_n$ means composition of the properties $r_1, \ldots, r_n$ belong to $N_R$. A domain knowledge is described as a finite set of GCIs and RIs, also

---

$^2$ a role name can be transitive or reflexive.

$^3$ GCI defines a subset relation.
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<table>
<thead>
<tr>
<th>$\mathcal{EL}^+$ Syntax</th>
<th>$\mathcal{EL}^+$ Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\top^T$</td>
<td>$\Delta^T$</td>
</tr>
<tr>
<td>$[C \cap D]^T$</td>
<td>$C^T \cap D^T$</td>
</tr>
<tr>
<td>$[\exists r.C]^T$</td>
<td>${ x \in \Delta^T</td>
</tr>
</tbody>
</table>

Table 2.2: Standard set theoretic Semantics of $\mathcal{EL}^+$.

called a TBox $\mathcal{T}$. Primitive concepts of $\mathcal{T}$, denoted $\text{PC}_\mathcal{T}$, are the smallest set of concepts that contains the top concept $\top$, and all the concept names occurring in $\mathcal{T}$ and the set of primitive roles, denoted $\text{PR}_\mathcal{T}$, represent all role names in $\mathcal{T}$. We will often use the term axiom to refer to both GCIs and RIs.

Normalization: It can be viewed as the process of breaking complex GCIs into simpler ones. A TBox $\mathcal{T}$ is normalized, denoted $\mathcal{T}_N$, if it only contains axioms of form: $(A_1 \cap \ldots \cap A_k) \sqsubseteq B$ ($k \geq 1$), $A \sqsubseteq \exists r.B$, $\exists r.A \sqsubseteq B$, or $r_1 \circ \ldots \circ r_n \sqsubseteq r$ ($n \geq 1$) where $A, A_1, \ldots, A_k, B \in \text{NC}$ and $r, r_1, \ldots, r_n \in \text{NR}$. It is well known that a TBox $\mathcal{T}$ can be transformed into an equivalent normalized TBox $\mathcal{T}_N$ of linear size in polynomial time [Bra04].

An Ontology $\mathcal{O}$ (or sometimes also called a Knowledge Base) is a tuple $(\mathcal{T}, \mathcal{A})$ where $\mathcal{T}$ is a TBox and $\mathcal{A}$ is an ABox which represents assertional knowledge of the problem domain. The entities in ABoxes are individual names specific to a given domain. For a detail definition of ABoxes, we refer to [BCM+10]. An ontology $\mathcal{O}$ is a finite set of all axioms both in TBox $\mathcal{T}$ and ABox $\mathcal{A}$. For simplicity, we only consider ontologies with $\mathcal{A} = \emptyset$ i.e., $\mathcal{T} = \mathcal{O}$ unless stated otherwise. In other words an ontology $\mathcal{O}$ is a finite set of GCIs and RIs. The cardinality of $\mathcal{O}$, denoted $|\mathcal{O}|$, is the number of axioms in $\mathcal{O}$. 
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Semantics of $\mathcal{EL}^+$

The semantics of a description logic identifies it as a fragment of first-order predicate logic. We assume standard Tarski-style semantics in which an interpretation is defined as follows [BBL05]:

An $\mathcal{EL}^+$ interpretation $\mathcal{I}$ is a pair $(\Delta^\mathcal{I}, \cdot^\mathcal{I})$ where $\Delta^\mathcal{I}$ is a non-empty set, called the domain of $\mathcal{I}$, and a mapping $\cdot^\mathcal{I}$ that assigns a set $\mathcal{C}^\mathcal{I} \subseteq \Delta^\mathcal{I}$ to each concept name $\mathcal{C} \in \mathcal{N}_C$ and a binary relation $\mathcal{r}^\mathcal{I} \subseteq \Delta^\mathcal{I} \times \Delta^\mathcal{I}$ to each role name $\mathcal{r} \in \mathcal{N}_R$. The notion of interpretation can be extended to concept description in the obvious way as in Table 2.2. An interpretation $\mathcal{I}$ satisfies a GCI $\mathcal{C} \sqsubseteq \mathcal{D}$ if and only if $\mathcal{C}^\mathcal{I} \subseteq \mathcal{D}^\mathcal{I}$. Similarly, an interpretation satisfies an RI $\mathcal{r}_1 \circ \cdots \circ \mathcal{r}_n \sqsubseteq \mathcal{r}$ if and only if the composition of $\mathcal{r}_1^\mathcal{I} \circ \cdots \circ \mathcal{r}_n^\mathcal{I}$ is a sub-relation of $\mathcal{r}^\mathcal{I}$ i.e., $\mathcal{r}_1^\mathcal{I} \circ \cdots \circ \mathcal{r}_n^\mathcal{I} \subseteq \mathcal{r}^\mathcal{I}$ where $\circ$ represents the standard composition of binary relations. In such a case, we write $\mathcal{I} \models \mathcal{r}_1 \circ \cdots \circ \mathcal{r}_n \sqsubseteq \mathcal{r}$.

**Definition 6** (Model). Let $\mathcal{I}$ is a model of $\mathcal{O}$, denoted $\mathcal{I} \models \mathcal{O}$, if and only if $\mathcal{I} \models \alpha$ for each $\alpha \in \mathcal{O}$ i.e., $\mathcal{I}$ satisfies all the axioms in $\mathcal{O}$.

An ontology is inconsistent if it has no model, otherwise it is consistent. Moreover, an axiom $\alpha$ is a consequence of an ontology $\mathcal{O}$, denoted $\mathcal{O} \models \alpha$, if every model of $\mathcal{O}$ satisfies $\alpha$.

Reasoning in Lightweight DLs

For any given ontology $\mathcal{O}$ and an axiom $\alpha$, the general reasoning problem is to check the entailment of that axiom (i.e., $\mathcal{O} \models \alpha$). If $\alpha$ is a concept
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inclusion ($\alpha = C \sqsubseteq D$) and $\mathcal{O}$ consists of axioms in $\mathcal{T}$, i.e., $\mathcal{O} = \mathcal{T}^4$, the problem is known as subsumption checking or concept subsumption. The concept subsumption is an elementary reasoning service that is defined as follows [BBL05]:

**Definition 7** (Concept Subsumption). A concept $C$ is subsumed by $D$ w.r.t. $TBox \mathcal{T}$, denoted $\mathcal{T} \models C \sqsubseteq D$, if and only if $C^I \subseteq D^I$ for all models $I$ of $\mathcal{T}$. Concepts $C$ and $D$ are equivalent w.r.t. $\mathcal{T}$, denoted $\mathcal{T} \models C \equiv D$, if and only if $\mathcal{T} \models C \sqsubseteq D$ and $\mathcal{T} \models D \sqsubseteq C$.

In the $\mathcal{EL}^+$ description logic, subsumption checking is an important inference problem that defines a preorder relation on concepts. Concept subsumption is a vital property because any property that is necessarily true for a subsuming concept is true for all the subsumed concepts. In DLs, many reasoning problems (i.e, equivalence, satisfiability and consistency checking) can be reduced to subsumption checking [BCM+10].

**Classification and EL$^+$SAT Encoding in $\mathcal{EL}^+$**

In practice checking entailment of an axiom sometimes requires a reasoning task that consists of checking multiple consequences at once. This problem is resolved under ontology classification, in which the goal is to compute all entailed instances (subsumption relations) of all atomic concepts occurring in TBox $\mathcal{T}$. It is an important reasoning service that creates taxonomic hierarchy

---

4As stated before, we only consider TBox $\mathcal{T} = \mathcal{O}$ with $\mathcal{A} = \emptyset$ unless stated otherwise.

5Reflexive and transitive but not antisymmetric.
of concepts – an acyclic graph representing subsumptions between equivalence classes of atomic concepts occurring in an ontology – that are either subsuming or being subsumed by other concepts. Predominantly, the reasoning procedures use tableau-based algorithms [BS00a] to perform ontology classification.

For Lightweight DL $\mathcal{EL}$, the completion-based algorithm [Bra04, BBL05, BPS07, BBL08] provides an efficient polynomial time reasoning procedure for ontology classification that constructs a completion graph (canonical model) using inference rules (see Table 2.3) for a candidate subsumption relation. The classification of an $\mathcal{EL}^+$ ontology (or TBox $\mathcal{T}$) obtained via completion-based algorithm can be encoded as a Horn propositional formula using $\mathcal{EL}^+$SAT encoding scheme [SV09, SV15]. The propositional Horn formula $\mathcal{H}$, mimics the classification of a TBox $\mathcal{T}$, is constructed as follows:

1. Each axiom $\alpha_i \in \mathcal{T}$ is initially assigned a unique selector variable $s_{[\alpha_i]}$.
   
   For trivial GCIs of the form $C \sqsubseteq C$ or $C \sqsubseteq \top$, the variable $s_{[\alpha_i]}$ is constant true.
   
2. In normalized TBox $\mathcal{T}_N$ of $\mathcal{T}$, an axiom $\alpha_i$ is substituted by a set of axioms in normal form $\{\alpha_{i1},...,\alpha_{im}\}$ and the following Horn clauses are
added to $\mathcal{H}$:

$$s[\alpha_i] \rightarrow s[\alpha_k]$$

where $1 \leq k \leq m_i$.

3. During the execution of the completion-based algorithm a normalized TBox $T_N$ is saturated through an exhaustive application of the so-called completion rules $\mathcal{R} = \{R_1, \ldots, R_4\}$, shown in Table 2.3. Whenever a rule $R_i \in \mathcal{R}$ is applied, with antecedents $\text{ant}(R_i)$, leading to inferring an axiom $\alpha_i$, the following Horn clause is added to $\mathcal{H}$:

$$\left( \bigwedge_{\alpha_j \in \text{ant}(R_i)} s[\alpha_j] \right) \rightarrow s[\alpha_i]$$

The resulting Horn formula $\mathcal{H}$ encodes all possible derivations of completion rules inferring any axiom in TBox $T$ such that $C \sqsubseteq_T D$ with $C, D \in N_C$.

**Minimal Axiom Sets (MinAs) and Diagnosis**

Sometimes it is imperative to find the concise explanations for a consequence (concept inclusion) from a TBox $T$ rather than merely deciding one. Previously, an erroneous subsumption was reported in earlier version of SNOMED CT that was mistakenly classify an amputation of a finger as the amputation of an arm (AmputationOfFinger $\sqsubseteq$ AmputationOfArm) [BS08]. Axiom pinpointing is an important step in debugging (error-prone) ontologies that computes concise explanations for a consequence (i.e., concept subsumption) and repairs (remove unintended consequences) through diagnosis, if necessary. In axiom pinpointing, the goal is to find one or more minimal axiom sets (Mi-
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nAs) in a TBox $\mathcal{T}$ from which a consequence can be inferred. The standard definition of MinA and Diagnosis are assumed [BPS07, SV09]:

**Definition 8** (MinA, Diagnosis). Let $\mathcal{T}$ is a $\mathcal{EL^+}$ TBox, and $C, D \in \mathbb{PC}_\mathcal{T}$ are primitive concept names, with $C \sqsubseteq_T D$. Let $\mathcal{S}$ is a subset of $\mathcal{T}$ such that $C \sqsubseteq_\mathcal{S} D$ and $C \not\sqsubseteq_\mathcal{S'} D$ for $\mathcal{S'} \subset \mathcal{S}$, then $\mathcal{S}$ is a minimal axiom set (MinA) w.r.t. $C \sqsubseteq_T D$. A diagnosis for $C \sqsubseteq D$ w.r.t. $\mathcal{T}$ is a minimal subset (w.r.t. set inclusion) $D \subseteq \mathcal{T}$ such that $C \not\sqsubseteq_{\mathcal{T}\setminus D} D$.

It is well known that the set of all MinAs can be obtained from the set of all diagnoses, and vice versa (also see Section 3.1).

**Example 2.2.2.** Let us consider an $\mathcal{EL^+}$ medical ontology $\mathcal{T}_{\text{med}}$ adapted from the GALEN medical ontology [RH97].

The ontology expresses a medical condition in which endocarditis is classified as a heart disease (i.e., Endocarditis $\sqsubseteq$ HeartDisease). This disease occurs due to a bacteria that damages endocardium, a tissue, that provides a protection
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to the heart valves. The axioms in $T_{med}$ are:

1: $\text{Endocarditis} \sqsubseteq \text{Inflammation} \sqcap \exists \text{contIn.Heart}$
2: $\text{Inflammation} \sqsubseteq \text{Disease}$
3: $\text{HeartDisease} \equiv \text{Disease} \sqcap \exists \text{contIn.Heart}$
4: $\text{Endocarditis} \sqsubseteq \exists \text{hasLoc.Endocardium}$
5: $\text{Endocardium} \sqsubseteq \text{Tissue} \sqcap \exists \text{contIn.HeartValve}$
6: $\text{Inflammation} \sqcap \exists \text{HeartValve} \sqsubseteq \text{HeartDisease}$
7: $\text{hasLoc} \circ \exists \text{contIn} \sqsubseteq \text{hasLoc}$

There are two MinAs for $\text{Endocarditis} \sqsubseteq \text{HeartDisease}$ w.r.t $T_{med}$, namely $S_1 = \{1, 2, 3\}$ and $S_2 = \{1, 4, 5, 6, 7\}$. Diagnoses for this subsumption relation are $D_1 = \{1\}$, $D_2 = \{7, 2\}$, $D_3 = \{4, 3\}$, $D_4 = \{6, 3\}$, $D_5 = \{5, 3\}$, $D_6 = \{7, 3\}$, $D_7 = \{5, 2\}$, $D_8 = \{6, 2\}$, and $D_9 = \{4, 2\}$.

The medical ontology $T_{med,N}$, is normalized and classified using the comple-
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tion rules in Table 2.3, contains the following axioms:

8 : Endocarditis ⊑ Inflammation
9 : Inflammation ⊑ Disease
10 : HeartDisease ⊑ Disease
11 : Endocardium ⊑ Tissue
12 : Endocarditis ⊑ ∃contIn.Heart
13 : Endocarditis ⊑ ∃hasLoc.Endocardium
14 : HeartDisease ⊑ ∃contIn.Heart
15 : Endocardium ⊑ ∃contIn.HeartValve
16 : Disease ⊓ #10 ⊑ HeartDisease
17 : Inflammation ⊓ #18 ⊑ HeartDisease
18 : ∃contIn.Heart σ #10
19 : ∃hasLoc.HeartValve σ #18

\[ R_1(8,9), R_1(10,24) \]

20 : Endocarditis ⊑ Disease
21 : Endocarditis ⊑ #10
22 : HeartDisease ⊑ #10
23 : Endocarditis ⊑ ∃hasLoc.HeartValve
24 : Endocarditis ⊑ HeartDisease
25 : Endocarditis ⊑ #18

Note: #10 and #18 are new defined concepts

The EL^+SAT encoding scheme use completion rules \( R_1(N,N), \ldots, R_4(N,N) \) in Table 2.3 for Horn Encoding. We first assign selector variables to axioms,
denoted $s_N$, in $\text{TBox } \mathcal{T}_{\text{med}}$ and $\text{TBox } \mathcal{T}_{\text{med}_N}$:

- $s_1 \rightarrow \text{Endocarditis} \sqsubseteq \text{Inflammation} \sqcap \exists \text{contIn.Heart}$
- $s_2 \rightarrow \text{Inflammation} \sqsubseteq \text{Disease}$
- $s_3 \rightarrow \text{HeartDisease} \equiv \text{Disease} \sqcap \exists \text{contIn.Heart}$
- $s_4 \rightarrow \text{Endocarditis} \sqsubseteq \exists \text{hasLoc.Endocardium}$
- $s_5 \rightarrow \text{Endocardium} \sqsubseteq \text{Tissue} \sqcap \exists \text{contIn.HeartValve}$
- $s_6 \rightarrow \text{Inflammation} \sqcap \exists \text{HeartValve} \sqsubseteq \text{HeartDisease}$
- $s_7 \rightarrow \exists \text{hasLoc} \circ \text{contIn} \sqsubseteq \exists \text{hasLoc}$

- $s_8 \rightarrow \text{Endocarditis} \sqsubseteq \text{Inflammation}$
- $s_9 \rightarrow \text{Inflammation} \sqsubseteq \text{Disease}$
- $s_{10} \rightarrow \text{HeartDisease} \sqsubseteq \text{Disease}$
- $s_{11} \rightarrow \text{Endocardium} \sqsubseteq \text{Tissue}$
- $s_{12} \rightarrow \text{Endocarditis} \sqsubseteq \exists \text{contIn.Heart}$
- $s_{13} \rightarrow \text{Endocarditis} \sqsubseteq \exists \text{hasLoc.Endocardium}$
- $s_{14} \rightarrow \text{HeartDisease} \sqsubseteq \exists \text{contIn.Heart}$
- $s_{15} \rightarrow \text{Endocardium} \sqsubseteq \exists \text{contIn.HeartValve}$
- $s_{16} \rightarrow \text{Disease} \sqcap \exists \text{#10} \sqsubseteq \exists \text{HeartDisease}$
- $s_{17} \rightarrow \text{Inflammation} \sqcap \exists \text{#18} \sqsubseteq \text{HeartDisease}$
- $s_{18} \rightarrow \exists \text{contIn.Heart} \sqsubseteq \exists \text{#10}$
- $s_{19} \rightarrow \exists \text{hasLoc.HeartValve} \sqsubseteq \exists \text{#18}$
- $s_{20} \rightarrow \text{Endocarditis} \sqsubseteq \text{Disease}$
- $s_{21} \rightarrow \text{Endocarditis} \sqsubseteq \exists \text{#10}$
- $s_{22} \rightarrow \text{HeartDisease} \sqsubseteq \exists \text{#10}$
- $s_{23} \rightarrow \text{Endocarditis} \sqsubseteq \exists \text{hasLoc.HeartValve}$
- $s_{24} \rightarrow \text{Endocarditis} \sqsubseteq \text{HeartDisease}$
- $s_{25} \rightarrow \text{Endocarditis} \sqsubseteq \exists \text{#18}$

The Horn formula $\mathcal{H}$, encodes the classification of $\text{TBox } \mathcal{T}_{\text{med}_N}$ using completion rules $R_1(N, N)$, mentioned in superscript of axioms 20 to 25, translated into following clauses:
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\[
\begin{align*}
& s_8 \land s_9 \rightarrow s_{20} & s_{19} \land s_{23} \rightarrow s_{25} \\
& s_{12} \land s_{18} \rightarrow s_{21} & s_{10} \land s_{24} \rightarrow s_{20} \\
& s_{14} \land s_{18} \rightarrow s_{22} & s_{16} \land s_{20} \land s_{21} \rightarrow s_{24} \\
& s_7 \land s_{13} \land s_{15} \rightarrow s_{23} & s_{8} \land s_{17} \land s_{25} \rightarrow s_{24}
\end{align*}
\]

Since we may require MinAs in terms of original axioms $T_{med}$, the Horn formula $\mathcal{H}$ contains the following set of clauses such that each clause maps an original axiom to the normalized version:

\[
\begin{align*}
& s_1 \rightarrow s_8 & s_2 \rightarrow s_9 & s_3 \rightarrow s_{10} \\
& s_1 \rightarrow s_{12} & s_4 \rightarrow s_{13} & s_5 \rightarrow s_{11} \\
& s_3 \rightarrow s_{14} & s_5 \rightarrow s_{15} & s_3 \rightarrow s_{16} \\
& s_6 \rightarrow s_{17} & s_{16} \rightarrow s_{18} & s_{17} \rightarrow s_{19}
\end{align*}
\]

For axiom pinpointing in Lightweight DL $\mathcal{EL}^+$ SAT-based algorithms [SV09, SV15] exploit the ideas from early work on SAT solving [BHvMW09] and AllSMT [LNO06b] and compute one or more MinAs for any given consequence (i.e., $C \sqsubseteq D$). Instead, we can make use of more effective MUS extraction and enumeration algorithms [LS08, LS05, LS08, LML+09, BMS11, MSL11, BMS12, BLMS12, PM13, LPMMS15]) (see Section 3.1) for axiom pinpointing in $\mathcal{EL}$ family of Description logics and its related problems (see Chapter 4, Chapter 5 and Chapter 6). We relate MinAs with MUSes of a partial MaxSAT
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\[ \mathcal{F} = \langle \mathcal{H}, \mathcal{S} \rangle \] or Group Horn formula \[ \mathcal{F} = \langle \mathcal{G}_0, \mathcal{G}_1, \ldots, \mathcal{G}_n \rangle \], in which the Horn encoding of the classification of TBox \( \mathcal{T} \) (explained above) and the negated goal (concept inclusion) is encoded as a Hard clause (in \( \mathcal{H} \) or \( \mathcal{G}_0 \)) and labeling axioms of TBox \( \mathcal{T} \) as unit soft clauses (in \( \mathcal{S} \) or \( \mathcal{G}_1, \ldots, \mathcal{G}_n \)), such that the MinAs are enumerated as minimal unsatisfiable subsets of \( \mathcal{F} \) (see details Section 3.2).

Complexity of Decision Problems in Lightweight DLs

From a query complexity perspective, the concept subsumption in standard description logic \( \mathcal{ALC} \) is \( \text{PSPACE} \) \([\text{BCM}^+10]\). For Lightweight DL \( \mathcal{EL}^+ \), the subsumption check is quite cheap (is in P) but in worst-case there may exist exponential many minimal subsets (w.r.t. set inclusion) for any given consequence (or subsumption) \([\text{BPS07}]\). Finding a cardinality bound on a MinA is again an NP-hard problem. More concretely, the decision problem that checks the existence of a MinA within a cardinality bound (cardinality \( \leq n \) for a given natural number \( n \)) is an NP-Complete problem \([\text{BPS07}]\) and computing the cardinality-minimum MinA (smallest MinA) is \( \Delta_2^p[\log n] \)-complete \([\text{Bie08}]\).

2.3 Hypergraph Theory

In this section, we discuss hypergraph transversal and its related problems and establishes a link between these well-known problems and axiom pinpointing in \( \mathcal{EL} \) family of Description Logics (see Section 2.3).

A hypergraph is a generalized graph in which edges can connect any number of vertices and each edge should be non-empty \([\text{Ber85}]\).
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**Definition 9.** A hypergraph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is a pair consisting of a vertex set $\mathcal{V} = \{v_i | 1 \leq i \leq n\}$, and a set of hyperedges $\mathcal{E} = \{E_j | 1 \leq j \leq m\}$ where $E_j \subseteq \mathcal{V}$.

Each vertex (or node) in $\mathcal{G}$ should occur in an edge (i.e., $\mathcal{V} = \bigcup_{j \in 1}^{m} E_j \in \mathcal{E}$).

A transversal of a hypergraph is a subset of vertices in the graph which has a non-empty intersection with every hyperedge.

**Definition 10.** A set of vertices $W \subseteq \mathcal{V}$ is a transversal of $\mathcal{G}$ if $\forall E \in \mathcal{E}, E \cap W \neq \emptyset$ and $W$ is minimal iff $\forall W' \subseteq W \ W'$ is not a transversal of $\mathcal{G}$.

The set of all minimal transversals of $\mathcal{G}$, denoted $\text{Tr}(\mathcal{G})$, constitutes another hypergraph on $\mathcal{V}$.

**Example 2.3.1.** Let $\mathcal{G} = \{\{a, b, c\}, \{b, d, e\}, \{c, f\}\}$ be a hypergraph. The set of all minimal transversals of $\mathcal{G}$ are:

$$\text{Tr}(\mathcal{G}) = \{\{a, d, f\}, \{a, e, f\}, \{c, d\}, \{c, e\}, \{b, f\}, \{b, e\}\}$$

Hypergraph Transversal [Ber85] is a well-known enumeration problem in hypergraph theory that has numerous important applications in boolean satisfiability theory [DK04], combinatorial optimization [Wol09], and model-based diagnosis [EG95b, EG02, EGM03a], among others. In Lightweight Description Logic $\mathcal{EL}$ a hypergraph, also called proof structure, of the TBox $\mathcal{T}$ yields all the traces of deduction or completion rules that can used to drive all subsets of TBoxes $\mathcal{T}$ for an entailment (concept inclusion) [BP10a, BPS07, CP14].
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Figure 2.1: Hypergraph explaining concept inclusion Endocarditis $\sqsubseteq$ Disease.

**Example 2.3.2.** Continue with the Example 2.2.2, the Figure 2.1 is a proof structure (or hypergraph) of normalized TBox $\mathcal{T}_{med_N}$ of $\mathcal{T}_{med}$ that contains explanations using hyperedges for concept inclusion (Endocarditis $\sqsubseteq$ Disease).

The problem of computing minimal transversals, i.e., generating $\text{Tr}(\mathcal{G})$, is defined as follows [Ber85, Ser09]:

**Problem:** Transversal enumeration (TRANS-ENUM)

**Input:** A hypergraph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ on a finite set $\mathcal{V}$

**Output:** Finding the edges of the transversal hypergraph $\text{Tr}(\mathcal{G})$

A decision variant of TRANS-ENUM is another well-known problem called Transversal Hypergraph Problem (TRANS-HYP), defined as follow [Ber85, Ser09]:

**Problem:** Transversal Hypergraph (TRANS-HYP)

**Input:** Two hypergraphs $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ and $\mathcal{H} = (\mathcal{V}, \mathcal{E})$

**Question:** Is $\mathcal{G}$ the transversal hypergraph of $\mathcal{H}$, i.e., does $\text{Tr}(\mathcal{H}) = \mathcal{G}$ hold?

The computational complexity of TRANS-HYP has also been extensively studied [EG95a, EG02, EGM03b, KS03] and has a range of applications in areas of machine learning [DMP99], data mining [BMR03], description logic [PS09] and probabilistic reasoning [CP14], among others. It is known that TRANS-
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HYP is solvable in output-polynomial time if and only if TRANS-ENUM is solvable in polynomial time [BI95]. TRANS-HYP is known to be in CoNP \((\log^2)\), a subclass of Co-NP and whether its CoNP-hard is an open problem [EG95a]. The best known algorithm for this problem is the quasi-polynomial time algorithm [FK96]. This algorithm tests the duality of a pair of monotone boolean function in disjunctive normal form – Monotone dualility problem is same as TRANS-HYP [EG02] – is in time \(n^{O(\log n)}\). Thus, TRANS-HYP is not an NP-hard problem because a sub-exponential running time algorithm (i.e., \(n^{O(\log n)}\)) can not solve an NP-complete problem. Similarly, whether TRANS-ENUM can be solved in output-polynomial time is another open problem. Moreover, it has been investigated that the complexity of axiom pinpointing in \(\mathcal{EL}\) family of description logics is as hard as minimal hypergraph transversal problem [PS09]. Thus the problem of axiom pinpointing cannot be solved in output-polynomial time unless \(P \neq NP\) (see Subsection 3.2.4). Although the worst case complexity makes it unlikely to find all MinAs but we can compute it efficiently, if possible, using SAT-based methods and techniques explained in next Chapter 3.
Chapter 3

Axiom pinpointing via

Enumeration of MCSes/MUSes

Reiter’s model-based diagnosis or diagnosis describes minimal subsets of axioms that are discarded to remove conflicts from a system or an ontology and repairs are maximal subsets that do not yield (erroneous) consequences. In the Boolean Satisfiability Problem (SAT) diagnoses are called Minimal Correction Subsets (MCSes), complement to repairs that are Maximal Satisfiable Subsets (MSSes). On the contrary, conflicts are called Minimal Unsatisfiable Subsets (MUSes) that explain inconsistencies in an ontology. In this chapter, we discuss MUSes and MCSes, their extraction and enumeration in relation with Reiter’s model-based diagnosis (see Section 3.1). Furthermore, we make use of these methods and their extensions to address the problem of axiom pinpointing for the Lightweight Description Logic $\mathcal{EL}^+$ (see Section 3.2).
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also discuss the complexity results of decision and enumeration problems both in SAT and Lightweight DLs (see Subsection 3.2.4).

3.1 MUSes and MCSes Enumeration

Reiter’s model-based diagnosis [Rei87] explains the encountered inconsistencies between expected and experienced behavior of an over constrained system. The goal is to identify minimal subsets of the components (conflicts) of a system and inconsistent observations, on inputs and outputs, such that discarding some components (diagnosis) restore consistency [MJIM15]. Under these settings, minimal correction subsets (MCSes) are called diagnoses and minimal unsatisfiable subsets (MUSes) are referred to as (minimal) conflicts. It is believed that the enumeration of MUSes is far more challenging than the enumeration of MCSes because blocking the computed MUSes is non-trivial and required us to exploit the fundamental minimal hitting set relation between MUSes and MCSes. In the next section, we briefly introduce the minimal hitting set enumeration problem in relation with MUS enumeration and axiom pinpointing in the Lightweight DL $\mathcal{EL}^+$. 

3.1.1 Minimal Hitting Set Enumeration

The minimal hitting sets of conflict sets provide a solid foundation in model-based diagnostic reasoning. We define the hitting set, its minimality variant and the smallest minimal hitting set w.r.t to the cardinality in the following:

Definition 11. Given a collection of sets $\mathcal{U} = \{S_1, ..., S_n\}$, a set $h \subseteq \bigcup_{S_i \in \mathcal{U}} S_i$
is a hitting set for $\mathcal{U}$, if and only if any set $S_i \in \mathcal{U}$ the intersection with $h$ is non-empty, (i.e. $h \cap S_i \neq \emptyset$). A minimal hitting set (MHS) $h$ is a subset minimal of hitting sets (i.e. $\forall h' \subset h$, $h'$ is not a hitting set) of $\mathcal{U}$ and $h$ is the smallest minimal hitting set if $|h| \leq |h'|$ for every minimal hitting set $h'$.

**Example 3.1.1.** For example, $\mathcal{U} = \{\{a, b, e\}, \{b, c, d\}, \{a, b\}, \{b, d, e\}\}$ is a collection of sets. Then, the minimal hitting sets (MHSes) of $\mathcal{U}$ are $h_1 = \{b\}$, $h_2 = \{a, c, e\}$, and $h_3 = \{a, d\}$. Moreover, the set $h_1 = \{b\}$ is the smallest possible minimal hitting set w.r.t to the cardinality.

We refer to the problem of computing all the minimal hitting sets (MHSes) as the Minimal Hitting Set Enumeration (MHS-ENUM) problem that is defined as follows:

**Problem:** Minimal Hitting Set Enumeration (MHS-ENUM)

**Input:** $\mathcal{U}$ is a collection of sets

**Output:** Finding all the minimal hitting sets of $\mathcal{U}$

MHS-ENUM problem plays a crucial role in the analysis of unsatisfiable boolean constraints and has been studied extensively [Rei87, BL03, BS05, LS08, LM13, PM13, LPMMS15]. In case the input contains a hypergraph $\mathcal{H} = (\mathcal{V}, \mathcal{E})$, the problem of computing all the MHSes (or minimal transversals) is referred as Transversal Enumeration (TRANS-ENUM) problem that is a well-studied open problem and have applications in both theoretical and applied computer science [EG95a, EGM03b, FHK++14] (see details Section 2.3). The minimal hitting set enumeration (MHS-ENUM) can be made equivalent
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to transversal enumeration problem (TRANS-ENUM) [EG02] and shares the complexity bounds with this well-known problem.

There is a well known duality relation that exists between MUSes (conflicts) and MCSes (diagnosis) in unsatisfiable boolean constraints (model-based diagnostic reasoning), as shown by the following:

**Theorem 1.** Let $\mathcal{F}$ is propositional unsatisfiable formula. Then, each MUS $\mathcal{M}$ of $\mathcal{F}$ is a minimal hitting set of the MCSes of $\mathcal{F}$ and each MCS $\mathcal{C}$ of $\mathcal{F}$ is a minimal hitting set of the MUSes of $\mathcal{F}$.

For enumerating MUSes of an unsatisfiable formula $\mathcal{F}$, there exist distinct approaches that either exploit explicit hitting set dualization (S.1), implicit hitting dualization (S.2), or implicit set enumeration [LMS04]. In this report, we only study the following:

- **S.1** MUSes obtained by hitting set dualization [LS08, BS05].
- **S.2** Implicitly enumerating over MUSes interleaved with MCSes [PM13, LM13, LPMMS15].

We have solved the problem of axiom pinpointing in Description Logic more effectively by exploiting the duality relation between MCSes and MUSes, explicitly (Subsection 3.1.2) as well as implicitly (Subsection 3.1.3).

### 3.1.2 Explicit Enumeration

Computing MUSes and MCSes of an unsatisfiable formula $\mathcal{F}$ is the same as computing irreducible hitting sets of some collection of sets. An explicit
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MUS enumeration algorithm [BS05, LS08] organizes the search in two distinct parts. First one computes minimal hitting sets (MCSes) of \( F \) using a constraint solver and the second step enumerates over MUSes using an irreducible hitting set computation algorithm [HBC07, LS08, MU11] because the collection of MUSes “encoded” within constraints are already made explicit in the first step. Algorithm 1 presents the pseudo-code of an MCS extraction and enumeration algorithm implemented using MaxSAT. In Algorithm 1 (line 6) \( Enc(\Sigma_{r \in R}(r \leq \lambda)) \) is a boolean cardinality constraint that can be encoded into a CNF using either sequential or parallel counters [Sin05], cardinality networks [ANORC09], pairwise cardinality networks [CZI10] or perfect hashing based encodings [BIMM12]. The first step constrains the upper bound on the number of relaxed clauses in working formula \( \phi_W \) and extract all MCSes of this over-constrained boolean formula using Algorithm 1. For extracting and enumerating over MCSes, Algorithm 1 is quite effective because it only adds one relaxed variable per clause with a single constraint to restrict the number of relaxed clauses. Moreover, finding an MCS is easier than finding an MUS in practice because it is relatively simple to solve problems in NP as compared to the ones in Co-NP [LS08]. The second step of explicit MUS enumeration computes all minimal hitting set of already computed MCSes of \( F \) that solves an MHS-ENUM problem because each minimal hitting set (MHS) represents an MUS (see Theorem 1).

CAMUS [LS08, LS05] and the DAA algorithm [BS05] are the implementation of S.1. CAMUS computes all MCSes and then exploit the existing duality between MCSes and MUSes to enumerate over MUSes. While the
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Algorithm 1 Explicit Enumeration Algorithm [MLM12]

Input: CNF formula $\phi$
Output: Reports the set of MCSes of $\phi$

begin

1. $\phi_W \leftarrow \phi$ // $\phi_W$ is the working formula
2. $R \leftarrow \emptyset$ // $R$ are the set of relaxed variables
3. $\lambda \leftarrow 0$ // $\lambda$ defines a lower bound on relaxed variables
4. while true do

5. (st, $\phi_C, M) \leftarrow$ SAT($\phi_W \cup Enc(\Sigma_{r \in R}(r \leq \lambda)))$ // $\phi_C$ is an unsat core
   // $M$ is a maximal satisfying assignment
   // "Enc" encodes the cardinality constraint

6. if st then

7. ReportMCS($M$) // $M$ is a solution to MaxSAT problem

8. else

9. if ($|R| = |soft(\phi)| \land \phi_C \cap soft(\phi) = \emptyset$) then

10. return FALSE // if all soft clauses are relaxed but $\phi_W$ is UNSAT then all MCSes have been found

11. if $\lambda = |soft(\phi)|$ then

12. return FALSE // No solution to MaxSAT problem

13. if $|R| < |soft(\phi)|$ then

14. for $\omega \in \phi_C \cap soft(\phi)$ do

15. $R \leftarrow R \cup \{r\}$ // $r$ is a new relaxed variable.

16. $\omega_R \leftarrow \omega \cup \{r\}$ // Clause $\omega$ is relaxed.

17. $\phi_W \leftarrow \phi_W \setminus \{\omega\} \cup \{\omega_R\}$

18. $\lambda \leftarrow \lambda + 1$

DAA algorithm computes one MCS at a time and adds it to the set of computed MCSes. Every time an MCS is added to the set, an MHS is computed and tested for satisfiability. If the resulting set of clauses becomes unsatisfiable it is an MUS; otherwise, the satisfiable set is used as a starting point to compute the next MCS. CAMUS and DAA algorithms can be decoupled from the choice of MCS extraction and minimal hitting set computation algorithm.
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Therefore, any improvement in MCS extraction algorithms [MHJ+13, BK15] can be harmoniously integrated and an off-the-shelf hypergraph transversal computation tool (e.g., shd [MU11] and MTminer [HBC07]) can be used for the computation of hitting set duals between MCSes and MUSes because the minimal hitting set enumeration is equivalent to the hypergraph transversal problem. We have used explicit MUS enumeration in axiom pinpointing tool EL2MCS [AMMS15a] for the Lightweight DL $\mathcal{EL}^+$. EL2MCS enumerates the MCSes of a partial MaxSAT problem via internally calling the CAMUS2 tool\(^1\) [MHJ+13] and uses the recursive branching algorithm presented in CAMUS [LS08] to compute irreducible hitting sets a.k.a. MUSes (see details Subsection 3.2.1).

In the worst-case scenario, an unsatisfiable formula might contain exponential many MCSes [GMP07]. Therefore, it is not always feasible to enumerate MUSes to its completion using CAMUS. Although, the advantage of DAA algorithm (mentioned above) over CAMUS is that some MUSes are returned before the set of MCSes is exhausted. The drawback is that at each step requires the candidate set to be tested whether it is an MUS that is in contrast with CAMUS. But when the goal is to return MUSes quickly, an implicit MUS extraction and enumeration approach is shown to perform better in practice. The implicit minimal hitting set dualization (see Subsection 3.1.3) aims to complement, but not replace, the explicit dualization alternative and in settings where enumeration of MCSes is feasible, explicit minimal hitting set dualization is a preferred option [PM13, IPLM15].

---
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3.1.3 Implicit Enumeration

As explained earlier, if the number of MCSes is exponentially large the above mentioned approaches will be unable to compute all MUSes, even if the total number of MUSes is quite small. The second approach S.2 uses the implicit hitting set dualization and guarantees to find one or more MUSes of an over-constrained formula $F$. An implicit enumeration algorithm [PM13, IPLM15] (see details Chapter 5) maintains two formulas aimed at enumerating the MUSes and MCSes, as shown in Figure 3.1. Formula $Q$ is defined over a set of selector variables $I = \{ p_i \mid c_i \in F \}$ corresponding to clauses in $F$, and used to enumerate subsets of $F$. Iteratively, a solver computes a maximal model $P$ of $Q$ and test whether the corresponding $F' \subseteq F$ is satisfiable. If $F'$ is satisfiable, $F \setminus F'$ is an MCS of $F$ because $F'$ represents an MSS of $F$. We can block the computed MCS by adding a clause $I \setminus P$ to $Q$. Otherwise, $F'$ is reduced to an MUS, which is also blocked by adding a negative polarity clause to $Q$. This prevents the generation of any superset of the MCS (subset of the MSS). The enumeration process terminates when $Q$ becomes unsatisfiable. Thus, it guarantees to find all MUSes and MCSes of $F$ in a number of iterations that corresponds to the sum of the number of MUSes and MCSes. Inline with hitting set minimality (Subsection 3.1.1), each maximal model computed on formula $Q$ corresponds to a MHS w.r.t the set of MUSes.

Example 3.1.2. In this example, we compare the enumeration algorithm $EL^+ SAT$ [SV09, SV15] with [PM13, LPMMS15]. When Table 2.1 in Example 2.1.1 is compared with Example Table 3.1, the later on contains two unnec-
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![Diagram of Implicit Enumeration Algorithm Model]

\[ \emptyset \quad P \quad Q \quad b_n \quad \{c_i | p_i \in P\} \quad \{\neg p_i | c_i \in M\} \quad \text{or} \quad \{p_i | c_i \in I \backslash P\} \]

Figure 3.1: Implicit Enumeration Algorithm Model

<table>
<thead>
<tr>
<th>MUSes</th>
<th>{G_1}</th>
<th>B_1 = (\neg p_1)</th>
<th>\mu_1 = {p_1, p_2, p_3, p_4}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{G_2, G_3, G_4}</td>
<td>B_2 = (\neg p_2 \lor \neg p_3 \lor \neg p_4)</td>
<td>\mu_2 = {p_2, p_3, p_4}</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Non-minimal Sets</th>
<th>{G_1, G_2}</th>
<th>B_3 = (\neg p_3 \lor \neg p_4)</th>
<th>\mu_3 = {p_3, p_4}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{G_1, G_4}</td>
<td>B_4 = (\neg p_2 \lor \neg p_3)</td>
<td>\mu_4 = {p_2, p_3}</td>
<td></td>
</tr>
<tr>
<td>{G_1, G_3}</td>
<td>B_5 = (\neg p_2 \lor \neg p_4)</td>
<td>\mu_5 = {p_2, p_4}</td>
<td></td>
</tr>
<tr>
<td>{G_1, G_2, G_4}</td>
<td>B_6 = (\neg p_3)</td>
<td>\mu_6 = {p_3}</td>
<td></td>
</tr>
<tr>
<td>{G_1, G_2, G_3}</td>
<td>B_7 = (\neg p_4)</td>
<td>\mu_7 = {p_4}</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: MUSes of \( F \) using \( EL^+\text{SAT} \) [SV09, SV15] and contains non-minimal MCSes, blocking clauses and models that can be avoided, see Example 2.1.1

Essary maximal models \( \mu_6 \) and \( \mu_7 \) and blocking clauses \( B_6 \) and \( B_7 \). In [SV09, SV15], the blocking clause \( B_3 = \neg p_3 \lor \neg p_4 \) yields two maximal models: with \( p_3 = 0 \), i.e. pick \( p_4 = 1 \) and \( p_4 = 0 \), i.e. pick \( p_3 = 1 \). Instead, we can avoid
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This unnecessary computation using a blocking clause $B_3 = (p_1 \lor p_2)$ as proposed in Chapter 5.

The use of maximal models for computing either MCSes of a formula or a set of clauses that contain an MUS was proposed in [PM13], which exploited SAT with preferences for computing maximal models [GM06, RG13]. Computing maximal models of a formula $Q$ can be reduced to the problem of extracting an MSS of a formula $Q'$ [MHJ+13], where the clauses of $Q$ are hard and each variable $x_i \in V(Q)$ constitute a unit soft clause $c_i \equiv \{x_i\}$. The state-of-the-art MCS/MSS computation approaches outperform SAT with preferences [MHJ+13, GLM14, BDTK14, MPM15].

The tools eMUS [PM13] and MARCO [LM13, LPMMS15] are the implementations of the implicit minimal hitting set dualization approach S.2. The critical difference between MARCO and eMUS is the use of maximal model for the computation of the candidate set. In eMUS, if the candidate set is SAT its complement is guaranteed to be an MCS. This is contrast with non-maximal model approach, where more SAT calls are required to obtain an MCS. On the contrary, MARCO relies on a SAT solver for generating new seeds and solves a problem more complex than a pure hypergraph transversal problem.

For axiom pinpointing and debugging in Lightweight DL $\mathcal{EL}^+$, we propose state-of-the-art SAT-based approach in EL2MCS [AMMS15a], EL2MUS [AMMS15b], and BEACON [AMI+16]. EL2MCS is an MCS-enumerator complemented with hitting set duality algorithms for axiom pinpointing in Lightweight DL $\mathcal{EL}^+$. EL2MUS, front-end to HgMUS [AMMS15b], is an efficient tool to enumerate MUSes of Horn formulae for axiom pinpointing in Lightweight
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DLs. HgMUS is a state-of-the-art group-MUSes enumerator based on the linear search MCS extraction algorithm [MHJ+13] that is related with the novel Literal-Based extraction algorithm [MPM15]. BEACON is an efficient debugging tool for $\mathcal{EL}^+$ ontologies that implements a Horn formula generator [SV09, SV15] and assimilates HgMUS with FORQES [IPLM15], a state-of-the-art solver for computing the smallest MUS. The SAT-based axiom pinpointing approach details are explained in the next section Section 3.2.

3.2 Axiom pinpointing in Lightweight DL $\mathcal{EL}^+$

For $\mathcal{EL}$ family of DLs, an application of enumeration of MUSes is realized in axiom pinpointing for description logic $\mathcal{EL}^+$ [AMMS15a, AMMS15b, AMI+16]. As described earlier, axiom pinpointing defines a procedure to single-out axioms that are responsible for a consequence (concept inclusion) and is an important step in debugging (error-prone) $\mathcal{EL}^+$ ontologies. The possible approach for enumerating MUSes of a Horn formula, encoding $\mathcal{EL}^+$ ontology classification, is to use an existing solution based on explicit or implicit minimal hitting set dualization (see Subsection 3.1.2 and Subsection 3.1.3). We have used explicit minimal hitting dualization in EL2MCS (Subsection 3.2.1) and implicit minimal hitting set dualization approach in HgMUS (see details Subsection 3.2.2) and BEACON (see details Subsection 3.2.3).
3.2.1 (EL2MCS) MCS Enumeration using HST

The organization of the EL2MCS tool is shown in Figure 3.2. EL2MCS encodes the classification of a TBox $\mathcal{T}$, into Horn formula $\mathcal{H}$ using $\text{EL}^+\text{SAT}$ encoding scheme [SV09, SV15] (see details Section 2.2), and generates a partial MaxSAT encoding $\langle \varphi_H, \varphi_S \rangle$, where $\varphi_H = \mathcal{H} \cup \{\neg s_{[C \sqsubseteq D]}\}$, added with a negated goal ($C \sqsubseteq D$) and each soft clause $S = \{s_{[\alpha_i]}\}$ is defined using a unit clause labeling every axiom in normalized TBox $\mathcal{T}_N$. The purpose is to include as many axioms as possible, leaving out a minimal set which, if included, makes the formula unsatisfiable. Thus, each of these sets represents an MCS (a minimal set of axioms) of the MaxSAT problem formulation which needs to be dropped to refute the entailment (i.e. a diagnosis [LP14b]). MCS enumeration can be implemented with a MaxSAT solver [LS08, MLM12] or with a dedicated algorithm [MHJ+13]. This approach is in contrast with the $\text{EL}^+\text{SAT}$ axiom pinpointing method [SV09, SV15] that explicitly enumerates the selector variables to axioms in a TBox $\mathcal{T}$ using AllSMT-inspired approach [LNO06b]. From the encoding of axiom pinpointing in $\mathcal{EL}^+$ to Horn formula, it is immediate the following result, that relates Theorem 3 in [SV15] with the dedicated algorithm.
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proposed in earlier work [SV09, SV15]:

**Theorem 2.** Given an $\mathcal{EL}^+$ TBox $\mathcal{T}$, for every $\mathcal{S} \subseteq \mathcal{T}$ and for every pair of concept names $C, D \in \text{PC}_\mathcal{T}$, $\mathcal{S}$ is a MinA of $C \sqsubseteq S D$ if and only if the Horn propositional formula,

$$\mathcal{H} \land \alpha_i \in \mathcal{S} (s[\alpha_i]) \land (\neg s[C \sqsubseteq D])$$

(3.1)

is minimally unsatisfiable.

**Proof.** By Theorem 3 in [SV15], $C \sqsubseteq S D$ if and only if the associated Horn formula (3.1) is unsatisfiable. For a MinA $\mathcal{S} \subseteq \mathcal{T}$, minimal unsatisfiability of (3.1) (with $\mathcal{T}$ replaced by $\mathcal{S}$) results from the MinA computation algorithm proposed in earlier work [SV09, SV15]. $\square$

In EL2MCS, we extend the CAMUS2 tool [MHJ+13] that enumerates over MCSes of the partial MaxSAT formula $\langle \varphi_{\mathcal{H}}, \varphi_{\mathcal{S}} \rangle$ and exploits the minimal hitting set duality for computing all the MUSes given the set of MCSes, as achieved in CAMUS tool$^2$ [LS08]. The hypergraph transversal computation tools, shd [MU11] and MTminer [HBC07], could be used instead, as shown in Figure 3.2. It should be observed that MCS enumeration in EL2MCS uses CAMUS2 which is an implementation of the MCS enumerator in CAMUS [LS08] and capable of handling partial MaxSAT formulae. We have also considered alternative MCS enumeration approaches [MHJ+13] but found them to be not to be as efficient as CAMUS or CAMUS2.
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3.2.2 (HgMUS) group MUS Enumeration of Horn Formula

HgMUS is an efficient group-MUS enumerator for Horn formulae and used as a back-end to axiom pinpointing tools EL2MUS and BEACON. It is based on the partial MUS enumeration paradigm [PM13, LM13, LPMMS15] and implements implicit hitting set dualization along with efficient blocking of group MUSes and MCSes (see Subsection 3.1.3).

It shares the main organization of the implicit MUS enumeration algorithm (explained above), with $\mathcal{F} = \mathcal{G}_0$ and $\mathcal{Q}$ defined over selector variables for groups $\mathcal{G}_i$, with $i > 0$. For an optimized enumeration of maximal models, it uses a state-of-the-art MCS extraction algorithm (LBX) [MPM15] and has a built-in dedicated insertion-based MUS extraction algorithm. However, it also includes an implementation of a dedicated Horn decision procedure – LTUR [Min88, DG84, IM87, Scu90] for reasoning on Horn formula $\mathcal{F}$. LTUR is a simplified implementation of Dowling & Gallier’s algorithm [DG84, Min88]. LTUR is expected to be more efficient than plain unit propagation in MiniSAT because only variables assigned value 1 need to be propagated. Thus, performing a one-sided unit-propagation that has no branching factor and result in either no conflict or a single conflict during search. The simplicity of LTUR enables a very efficient implementation, that use adjacency lists for representing clauses instead of using more commonly used watched literal approach. Because, unit propagation in CDCL SAT solvers (i.e. that use watched literals) are not guaranteed to run in linear time [Gen13] as it is the case with Minisat [ES03] and its variants, for which unit propagation
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Figure 3.3: BEACON organization

runs in worst-case quadratic time. As a result, using an off-the-shelf SAT solver and exploiting only unit propagation, as is done for example in earlier work [SV09, SV15, MP15], is unlikely to be the most efficient solution (see Subsection 3.2.4). Thus, these features makes HgMUS a very efficient tool for axiom pinpointing in Lightweight DL $\mathcal{EL}^+$ [AMMS15b, AMI+16] and ontology matching [JC11, ES13].

3.2.3 (BEACON) Lightweight DL Debugger

BEACON is a SAT-based debugger for the Lightweight description logic $\mathcal{EL}^+$, as shown in Figure 3.3. BEACON encodes the classification of a TBox $\mathcal{T}$, into Horn formula $\mathcal{H}$ using $\mathcal{EL}^+$SAT encoding scheme [SV09, SV15] (see details Section 2.2), and generates a group Horn formula $\mathcal{H}_G = \{\mathcal{G}_0, \mathcal{G}_1, ..., \mathcal{G}_{|\mathcal{T}|}\}$, where $\mathcal{G}_0 = \mathcal{H} \cup \{\neg s_{(C \subseteq D)}\}$, added with a negated goal $C \subseteq D$ and each group $\mathcal{G}_i = \{s_{[\alpha_i]}\}$ is defined using a unit clause labeling every axiom in normalized TBox $\mathcal{T}$, $\mathcal{N}$. The tool also simplifies $\mathcal{H}_G$ by exploiting simplification techniques like Cone-Of-Influence (C.O.I) modularization technique, as suggested in [SV09, SV15], which filters out irrelevant groups in $\mathcal{H}_G$. The group
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Horn formula $\mathcal{H}_G$ is unsatisfiable, as shown in [AMMS15a, AMMS15b], and its group-MUSes correspond to the MinAs for $C \sqsubseteq_T D$ due to the hitting set duality for MinAs or diagnoses, which also holds for MUSes or MCSes, group-MCSes of $\mathcal{H}_G$ correspond to diagnoses for $C \sqsubseteq_T D$.

A minimum hitting set corresponds to the smallest minimal unsatisfiable subformula (SMUS) and thus represents the smallest MinA in an inconsistent ontology. For computing smallest MinA, BEACON integrates the state-of-the-art solver for computing the smallest MUS problem (SMUS) called FORQES [IPLM15]. FORQES is based on the hitting set dualization between group MUSes and MCSes of a group CNF formula and, hence shares the ideas explored in MaxHS [DB11], MinUC [IJM13], EMUS/MARCO [PM13, LM13], among others. The algorithm iteratively computes minimum hitting sets of a set of MCSes of a formula and satisfiable minimum hitting sets are grown into an MSS, whose complement is an MCS which is added to the set of MCSes. The process terminates when an unsatisfiable minimum hitting set is identified, representing a smallest MUS of the formula. As described earlier, the decision version of the SMUS problem is known to be $\Sigma^p_2$-complete [Lib05, Gup06].

3.2.4 Complexity Results

Enumeration algorithms whose running time is polynomial in the size of the input and the size of the output are called output polynomial time algorithms. The existence of an output polynomial algorithm for the enumeration problems is a natural parameter for measuring the time complexity of an enumeration algorithm. For various enumeration problems it has been shown that no output
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A polynomial time algorithm exists unless $P = NP$ [KBB+08, KBEG08, LLK80]. Moreover, an enumeration algorithm is polynomial delay if the maximum computation time between two outputs is polynomial in the input size. If we have polynomial delay, then we have output polynomial but not the vice-versa.

For the $\mathcal{EL}$ family of DLs, we examine the complexity of computing all MinAs, in the worst-case it may have exponential many MinAs [BPS07], is not possible to solve MinA-ENUM in polynomial time.

**Problem:** Enumerating over MinAs (MinA-ENUM)

**Input:** An $\mathcal{EL}$ ontology $O$ and a GCI $C \subseteq D$ such that $O \models C \subseteq D$.

**Output:** Find all MinAs for $O$ w.r.t. $C \subseteq D$.

**Proposition 1.** $\text{MinA-ENUM cannot be solved in output-polynomial time unless } P \neq NP$ [PS09].

It has been shown that recognizing the set of all MinAs is at least as hard as recognizing the set of all minimal transversals of a given hypergraph [PS09] and MinA-ENUM shares the complexity bounds with TRANS-HYP, a well-known open problem (see Section 2.3).

In SAT, for arbitrary CNF formulae, the enumeration of MUSes has some inefficiencies. As explained earlier that the existing approaches used explicitly or implicitly enumerate MCSes of the formula along with minimal hitting set dualization to compute the MUSes. Each computed MCS requires a logarithmic number of calls to a SAT oracle, but there can be exponentially many MCSes. Moreover, computing each MUS from the set of MCSes requires a logarithmic number of calls to a SAT oracle and again there can be exponentially
many MUSes. Therefore all existing approaches for enumerating MUSes are not output polynomial.

### 3.2.5 Experimental Assessment

We have evaluated the performance of BEACON\(^3\), EL2MUS\(^4\), EL2MCS\(^5\) and HgMUS\(^6\), a back-end to EL2MUS and BEACON, against all existing state of the art axiom pinpointing tools for the Lightweight DL \(\mathcal{EL}^+\), namely \(\text{EL}^+\text{SAT} \ [\text{SV09, SV15}]\), CEL \([\text{BLS06}]\), SATPin \([\text{MP15}]\) and Just \([\text{Lud14}]\).

For experimental assessment, we have considered four medical medical on-ontologies. These ontologies are GALEN \([\text{RH97}]\), NCI \([\text{SdCH}^{+07}]\), the Gene Ontology (GO) \([\text{ABB}^{+00}]\) and SNOMED CT (version 2009) \([\text{SCC97}]\). GALEN ontology is available in two variants, NOT-GALEN and FULL-GALEN. NOT-GALEN is a stripped-down version of GALEN that does not contain role inclusion axioms and FULL-GALEN has excluded the inverse roles. Among these ontologies GENE, GALEN and NCI are freely available at [http://lat.inf.tu-dresden.de/~meng/toyont.html](http://lat.inf.tu-dresden.de/~meng/toyont.html). The SNOMED CT ontology can be requested from IHTSDO under a nondisclosure license agreement.

BEACON and \(\text{EL}^+\text{SAT}\) tools normalize, classify and encode above mentioned ontologies into Horn formulae using \(\text{EL}^+\text{SAT}\) encoding scheme (see details \(\text{Section 2.2}\)). Table 3.2 shows the encoded formulae, in terms of variables and clauses, and the CPU runtime (in seconds) from \(\text{EL}^+\text{SAT}\) and BEACON.

---
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Table 3.2: $\text{EL}^+\text{SAT}$ & BEACON Encodings

<table>
<thead>
<tr>
<th>Ontology</th>
<th>$\text{EL}^+\text{SAT}$</th>
<th>BEACON</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Runtime(sec.)</td>
<td>#Variable</td>
</tr>
<tr>
<td>GENE</td>
<td>0.53</td>
<td>121256</td>
</tr>
<tr>
<td>NCI</td>
<td>71.43</td>
<td>269420</td>
</tr>
<tr>
<td>NOT-GALEN</td>
<td>6.73</td>
<td>216924</td>
</tr>
<tr>
<td>FULL-GALEN</td>
<td>1.63</td>
<td>291580</td>
</tr>
<tr>
<td>SNOMED CT</td>
<td>286.31</td>
<td>13566946</td>
</tr>
</tbody>
</table>

BEACON exhibits a clear improvement both in terms of size and performance for encoding NCI, GENE, NOT-GALEN and SNOMED ontologies in to Horn formulae due to better structure and implementation. The exception to this case are GENE and FULL-GALEN ontologies that contain a lot more role inclusion axioms (e.g., FULL has 1014 role inclusion axioms) and where $\text{EL}^+\text{SAT}$ performed better.

For each medical ontology (including both GALEN variants), we considered 100 instances and every instance or query represents the problem of explaining a particular concept subsumption entailed in aforementioned medical ontologies. We have grouped each set of 100 instances into 50 random instances and 50 sorted instances. The random instances were generated by selecting 50 random queries (concept subsumptions) from all the possible existing entailments in a classified ontology. These instances are relatively easier because it yields fewer MinAs. On the contrary, the sorted instances are difficult to solve because they have tend to have a large number of minimal explanations (MinAs). These instances are selected using an order defined on the frequency of variables occurrence in the implied clauses of a Horn formula that encodes the
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classification of an ontology using SAT-based encoding scheme [SV09, SV15]. Moreover, the set of axioms (variables) which may be responsible for any given subsumption relation were transformed into a group-MUS enumeration problem where the original Horn formula forms group-0 and each axiom constitutes a group containing only a unit clause.

The simplification techniques are vital in axiom pinpointing, such as the so-called reachability-based modularization in the DL domain [BS08], because it allows the extraction of a quite small module or subset of an ontology in which all the MinAs and diagnosis are still preserved for a given subsumption relation. We have also considered the cone-of-influence (COI) to simplify the problem instances (generated Horn formulae) because it performs better than syntax-based reachability-based modularization, see details in [SV15]. The resulting Horn formulae are quite smaller and useful to evaluate the algorithms on instances that have large number of MUSes/MCSes. Similar techniques were also exploited in related work [BLS06, Lud14, MP15].

All the experiments were performed on a Linux cluster (2 GHz) and the algorithms were given a time limit of 3600s and a memory limit of 4 GB. We have committed to 3600s time limit because it is a reasonable amount of time for all the tools to complete their computation for given instances.

Figure 3.4 summarizes the results for BEACON, EL2MUS, EL2MCS, EL+SAT, SATPin and CEL. Although, HgMUS is a common back-end engine in both BEACON and EL2MUS but the former tool has a slight disadvantage over the other in CPU running time especially in the case of a large size ontology (e.g., SNOMED). This is because BEACON is comput-
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Figure 3.4: Cactus plot comparing EL^+SAT, SATPin, EL2MCS, EL2MUS and BEACON

ing simplification at runtime. The comparison with CEL imposes a number of constraints. Since CEL is limited to compute 10 MinAs; therefore, it has a CPU runtime advantage over all other tools. The tool JUST is excluded from this comparison because it only deals with less expressive Lightweight DL ELH. The detailed comparison with CEL and JUST tools is presented in [AMMS15a, AMMS15b, AMI^16, AMM^16].

Table 3.3 summarizes the results for each family of problem instances and we can see that our proposed methods exhibit a clear improvement against all existing tools and techniques. HgMUS is a shared back-end for EL2MUS and BEACON tools; therefore, these comparison are related w.r.t to it. We have excluded CEL from the table because it is limited to compute only 10 MinAs and many of the considered instances have more than 10 MinAs. Moreover,
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Table 3.3: SAT-based approaches. COI instances

<table>
<thead>
<tr>
<th>Ontology</th>
<th>EL SAT #Sol. #MinA</th>
<th>SATPin #Sol. #MinA</th>
<th>EL2MCS #Sol. #MinA #Diag.</th>
<th>HgMUS #Sol. #MinA #Diag.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENE</td>
<td>87 1126</td>
<td>100 1134</td>
<td>100 1134 20011</td>
<td>100 1134 20011</td>
</tr>
<tr>
<td>NCI</td>
<td>77 664</td>
<td>93 661</td>
<td>100 678 78989</td>
<td>100 678 78989</td>
</tr>
<tr>
<td>NOT-GALEN</td>
<td>34 159</td>
<td>100 159</td>
<td>100 159 702</td>
<td>100 159 702</td>
</tr>
<tr>
<td>FULL-GALEN</td>
<td>17 137</td>
<td>100 139</td>
<td>100 139 776</td>
<td>100 139 776</td>
</tr>
<tr>
<td>SNOMED CT</td>
<td>27 1002</td>
<td>65 973</td>
<td>70 439 78839</td>
<td>78 9349 3199135</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>242 3088</td>
<td>458 3066</td>
<td>470 2549 179317</td>
<td><strong>478 11459 3299613</strong></td>
</tr>
</tbody>
</table>

we have also noticed that some SNOMED CT instances cannot be solved by any tool because it contains a very large number of MinAs/MUSes and diagnoses/MCSes.

From experimental evaluation it can be clearly observed that our tools outperform the existing state of the art axiom pinpointing tools in all of the problem instances and, for many cases, with two or more orders of magnitude improvement.
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Abstract. Axiom pinpointing consists in computing a set-wise minimal set of axioms that explains the reason for a subsumption relation in an ontology. Recently, an encoding of the classification of an EL+ ontology to a polynomial-size Horn propositional formula has been devised. This enables the development of a method for axiom pinpointing based on the analysis of unsatisfiable propositional formulas. Building on this earlier work, we propose a computation method, termed EL2MCS, that exploits an important relationship between minimal axiom sets and minimal unsatisfiable subformulas in the propositional domain. Experimental evaluation shows that EL2MCS achieves substantial performance gains over existing axiom pinpointing approaches for lightweight description logics.

1 Introduction

Axiom pinpointing consists in identifying a minimal set of axioms (MinA) that explains a given subsumption relation in an ontology. This problem is useful for debugging ontologies, and finds several application domains, including medical informatics [15,20,32]. Earlier axiom pinpointing algorithms [5,6] in lightweight Description Logics (i.e., EL and EL+) generate a (worst-case exponential-size) propositional formula and compute the MinAs by finding its minimal models, which is an NP-hard problem. More recently, a polynomial-size encoding is devised in [33,34] that encodes the classification of an EL+ ontology into a Horn propositional formula (i.e. it can be exponentially more compact than earlier work [5,6]). This encoding is exploited by the axiom pinpointing algorithm EL+SAT [33,34], based on SAT methods [25] and SMT-like techniques [17]. Although effective at computing MinAs, these dedicated algorithms often fail to enumerate MinAs to completion, or to prove that no additional MinA exists.

Building on this previous work, we present a new approach for axiom pinpointing in EL+ DLs, termed EL2MCS. It is based on a relationship between MinAs and minimal unsatisfiable subformulas (MUSes) of the Horn formula encoding [33,34]. The relationship between MUSes and MinAs makes it possible to benefit from the large recent body of work on extracting MUSes [8,9,14,16,24,29], but also minimal correction subsets (MCSes), as well as their minimal hitting set relationship [7,18,31], which for the propositional case allows for exploiting the performance of modern SAT solvers. The relationship between
axiom pinpointing and MUS enumeration was also studied elsewhere independently [22], where the proposed approach iteratively computes implicants [12,24] instead of exploiting hitting set dualization.

Experimental results, considering instances from medical ontologies, show that EL2MCS significantly outperforms existing approaches [4,19,22,34].

The remainder of the paper is structured as follows. Section 2 introduces basic definitions and notation. Section 3 describes the propositional Horn encoding and our proposed axiom pinpointing approach. The experimental results are reported in Section 4 and Section 5 concludes the paper.

2 Preliminaries

2.1 Lightweight Description Logics

The standard definitions of EL$^+$ are assumed [3,6,33]. Starting from a set $N_C$ of concept names and a set $N_R$ of role names, every concept name in $N_C$ is an $EL^+$ concept description that also uses $\top$, $\bot$, and $\exists r.C$ constructs to define concept descriptions and role chains $r_1 \circ \cdots \circ r_n$ from roles in $N_R$. A TBox is a finite set of general concept inclusion (GCI) of form $C \sqsubseteq D$ and role inclusion (RI) axioms of form $r_1 \circ \cdots \circ r_n \sqsubseteq s$. For a TBox $\mathcal{T}$, $PC_{\mathcal{T}}$ denotes the set of primitive concepts of $\mathcal{T}$, representing the smallest set of concepts that contains the top concept $\top$, and all the concept names in $\mathcal{T}$. $PR_{\mathcal{T}}$ denotes the set of primitive roles of $\mathcal{T}$, representing all role names in $\mathcal{T}$. The main inference problem for $EL^+$ is concept subsumption [3,6]:

**Definition 1 (Concept Subsumption).** Let $C, D$ represent two $EL^+$ concept descriptions and let $\mathcal{T}$ represent an $EL^+$ TBox. $C$ is subsumed by $D$ w.r.t. $\mathcal{T}$ (denoted $C \sqsubseteq_{\mathcal{T}} D$) iff $C^I \subseteq D^I$ in every model $I$ of $\mathcal{T}$.

Finding an explanation, termed axiom pinpointing, consists of computing a minimal axiom subset (MinA) that explains the subsumption relation.

**Definition 2 (MinA).** Let $\mathcal{T}$ be an $EL^+$ TBox, and let $C, D \in PC_{\mathcal{T}}$ be primitive concept names, with $C \sqsubseteq_{\mathcal{T}} D$. Let $S \subseteq \mathcal{T}$ be such that $C \sqsubseteq S D$. If $S$ is such that $C \sqsubseteq_{S} D$ and $C \not\sqsubseteq_{S} D$ for $S' \not\subseteq S$, then $S$ is a minimal axiom set (MinA) w.r.t. $C \sqsubseteq_{\mathcal{T}} D$.

2.2 Propositional Satisfiability

Standard propositional satisfiability (SAT) definitions are assumed [10]. We consider propositional CNF formulas and use a clause-set based representation of such formulas. Formulas are represented by $F, M, M', C$ and $C'$, but also by $\varphi$ and $\phi$. Horn formulas are such that every clause contains at most one positive literal. In this paper, we explore both MUSes and MCSes of CNF formulas.

**Definition 3 (MUS).** $M \subseteq F$ is a Minimal Unsatisfiable Subformula (MUS) of $F$ iff $M$ is unsatisfiable and $\forall M' \subseteq M, M'$ is satisfiable.
**Definition 4 (MCS).** \( C \subseteq F \) is a Minimal Correction Subformula (MCS) of \( F \) iff \( F \setminus C \) is satisfiable and \( \forall C' \subseteq C \ F \setminus C' \) is unsatisfiable.

A well-known result, which will be used in the paper is the minimal hitting set relationship between MUSes and MCSes of an unsatisfiable formula \( F \) \([7,11,18,31]\).

**Theorem 1.** Let \( F \) be unsatisfiable. Then, each MCS of \( F \) is a minimal hitting set of the MUSes of \( F \) and each MUS of \( F \) is a minimal hitting set of the MCSes of \( F \).

A partial MaxSAT formula \( \varphi \) is that partitioned into a set of hard (\( \varphi_H \)) and soft (\( \varphi_S \)) clauses, i.e. \( \varphi = \{ \varphi_H, \varphi_S \} \). Hard clauses must be satisfied while soft clauses can be relaxed. We have used partial MaxSAT encoding and enumeration of MUSes \([7,18]\) using minimal hitting set duals \([7,11,18,31]\) in our proposed solution.

### 3 Computation Technique and Tool Overview (EL2MCS)

This section introduces the main organization of our approach. It works over the propositional Horn encoding used in EL\(^+\)SAT \([33,34]\), and exploits a close relationship between MinAs and MUSes.

#### 3.1 Horn Formula Encoding

In EL\(^+\)SAT, the Horn formula \( \phi_{all}\_T (po) \) mimics the classification of TBox \( T \) and is constructed as follows \([33,34]\):

1. For every axiom (concretely \( ax_i \)), create an axiom selector propositional variable \( s[ax_i] \). For trivial GCI of the form \( C \sqsubseteq C \) or \( C \sqsubseteq T \), \( s[ax_i] \) is constant true.
2. During the execution of the classification algorithm \([3,6]\), for every application of a rule (concretely \( r \)) generating some assertion (concretely \( a_i \)), add to \( \phi_{all}\_T (po) \) a clause of the form,

\[
\left( \bigwedge_{a_j \in \text{ant}(r)} s[a_j] \right) \rightarrow s[a_i]
\]

where \( s[a_i] \) is the selector variable for \( a_i \) and \( \text{ant}(r) \) are the antecedents of \( a_i \) with respect to a completion rule \( r \).

For axiom pinpointing the SAT-based algorithms \([33,34]\), exploiting the ideas from early work on SAT solving \([25]\) and AllSMT \([17]\), compute MinAs for any subsumption relation (i.e., \( C_i \sqsubseteq D_i \)) using the list of assumption variables \( \{ \neg s[C_i \sqsubseteq D_i] \} \cup \{ s[ax_i] \mid ax_i \in T \} \). The following theorem is fundamental for this work \([33,34]\), and is extended in the next section to relate MinAs with MUSes of propositional formulas.

**Theorem 2 (Theorem 3 in [34]).** Given an \( \mathcal{EL}^+ \) TBox \( T \), for every \( S \subseteq T \) and for every pair of concept names \( C, D \in PC_T \), \( C \sqsubseteq_S D \) if and only if the Horn propositional formula \( \phi_{all}\_T (po) \land (\neg s[C \sqsubseteq D]) \land ax_i \in S (s[ax_i]) \) is unsatisfiable.
3.2 MinAs as MUSes

Although not explicitly stated, the relation between axiom pinpointing and MUS extraction has been apparent in earlier work [6,33,34].

**Theorem 3** ([1]). Given an $\mathcal{EL}^+ TBox \mathcal{T}$, for every $S \subseteq \mathcal{T}$ and for every pair of concept names $C, D \in \mathcal{PC}_\mathcal{T}$, $S$ is a $\text{MinA}$ of $C \sqsubseteq_D D$ if and only if the Horn propositional formula $\phi_{\mathcal{T} (po)}^\text{all} \land \neg s |_{C \sqsubseteq_D D} \land \text{ax}_i \in S (s |_{\text{ax}_i})$ is **minimally unsatisfiable**.

Based on Theorem 3 and the MUS enumeration approach in [18], we can now outline our axiom pinpointing approach.

3.3 Axiom Pinpointing Using MaxSAT

As described earlier, the axiom pinpointing algorithm [33,34] explicitly enumerates the selection variables (i.e., $s |_{\text{ax}_i}$) in an AllSMT-inspired approach [17]. In contrast, our approach is to model the problem as partial maximum satisfiability (MaxSAT), and enumerate over the MUSes of the MaxSAT problem formulation. Therefore, all clauses in $\phi_{\mathcal{T} (po)}^\text{all}$ are declared as hard clauses. Observe that, by construction, $\phi_{\mathcal{T} (po)}^\text{all}$ is satisfiable. In addition, the constraint $C \sqsubseteq_D D$ is encoded with another hard clause, namely $\neg s |_{C \sqsubseteq_D D}$. Finally, the variable $s |_{\text{ax}_i}$ associated with each axiom $\text{ax}_i$ denotes a *unit soft clause*. The intuitive justification is that the goal is to include as many axioms as possible, leaving out a minimal set which, if included, would cause the complete formula to be unsatisfiable. Thus, each of these sets represents an MCS of the MaxSAT problem formulation, but also a minimal set of axioms that needs to be dropped for the subsumption relation not to hold (i.e. a *diagnosis* [20]). MCS enumeration can be implemented with a MaxSAT solver [18,27] or with a dedicated algorithm [23]. It is well-known (e.g. see Theorem 1) that MCSes are minimal hitting sets of MUSes, and MUSes are minimal hitting sets of MCSes [7,11,18,31]. Thus, we use explicit minimal hitting set duality to obtain the MUSes we are looking for, starting from the previously computed MCSes.

3.4 EL2MCS Tool

The organization of the EL2MCS tool is shown in Figure 1. The first step is similar to $\mathcal{EL}^+ \text{SAT}$ [33,34] in that a propositional Horn formula is generated. The next step, however, exploits the ideas in Section 3.3, and generates a partial MaxSAT encoding. We can now enumerate the MCSes of the partial MaxSAT formula using the CAMUS2 tool [23]. The final step is to exploit minimal hitting set duality for computing all the MUSes given the set of MCSes [18]. This is achieved with the CAMUS tool. The hypergraph traversal computation tools, shd [28] and MTminer [13], could be used instead in this phase. It

---


2 Available from [http://sun.iwu.edu/~mliffito/camus/](http://sun.iwu.edu/~mliffito/camus/)
Fig. 1. The EL2MCS tool

should be observed that, although MCS enumeration uses CAMUS2 (a modern implementation of the MCS enumerator in CAMUS [18], capable of handling partial MaxSAT formulae), alternative MCS enumeration approaches were considered [23] but found not to be as efficient.

4 Experimental Evaluation

This section presents an empirical evaluation of EL2MCS\(^3\), which is compared to the state-of-the-art tools EL\(^+\)SAT [34], JUST [19], CEL [4] and SATPin [22]. EL\(^+\)SAT and SATPin are SAT-based approaches, whereas CEL and JUST use dedicated reasoners.

The medical ontologies used in the experiments are GALEN [30] (two variants: FULL-GALEN and NOT-GALEN), Gene [2], NCI [35] and SNOMED-CT [36]. As in earlier work [34], for each ontology 100 subsumption query instances were considered. So, there are 500 instances. In addition, for the SAT-based tools, including EL2MCS, the instances were simplified with the cone-of-influence (COI) reduction technique. CEL and JUST use their own similar simplification techniques. The comparison with CEL and JUST imposes additional constraints. CEL reports at most 10 MinAs, so only 397 instances with up to 10 MinAs were considered in the comparison with CEL. JUST is only able to handle a subset of \(\mathcal{EL}^+\), so the comparison with JUST only considers 292 instances it can return correct results. The experiments were performed on a Linux Cluster (2GHz), with a time limit of 3600s.

By the time limit, out of the 500 instances, EL\(^+\)SAT solves 241, SATPin solves 458 and EL2MCS solves 470. For the few instances EL2MCS does not solve, it computes thousands of MCSes by the time limit without reporting any MinA. In these cases, EL\(^+\)SAT and SATPin are able to return some MinAs, although not achieving complete enumeration. Regarding the comparison with CEL, out of 397 instances, CEL solves 394 and EL2MCS solves all of them. Compared with JUST, out of the 292 instances considered, JUST solves 242 and EL2MCS solves 264. It is worth mentioning that there is no instance some tool is able to solve and EL2MCS is not. Table 1 compares EL2MCS with the other tools in terms of the number of instances it performed better and worse (wins/losses). Unsolved instances where some method computed some MinAs and EL2MCS did not, are counted as losses. As we can observe, in most cases, EL2MCS performs better than any other tool. Figure 2 shows four scatter plots with a pairwise comparison of EL2MCS and each other tool in terms of their

\(^3\) Available from http://logos.ucd.ie/web/doku.php?id=el2mcs
Table 1. Summary of results comparing EL2MCS with EL$^+$SAT, SATPin, CEL and JUST.

<table>
<thead>
<tr>
<th></th>
<th>vs EL$^+$SAT</th>
<th>vs SATPin</th>
<th>vs CEL</th>
<th>vs JUST</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Wins / #Losses</td>
<td>359 / 106</td>
<td>353 / 114</td>
<td>379 / 18</td>
<td>236 / 28</td>
</tr>
<tr>
<td>%Wins / %Losses</td>
<td>71.8% / 21.2%</td>
<td>70.6% / 22.8%</td>
<td>96.2% / 4.5%</td>
<td>80.8% / 9.6%</td>
</tr>
</tbody>
</table>

Fig. 2. Plots comparing EL2MCS with EL$^+$SAT, CEL, JUST and SATPin (runtimes in secs).

running times. They reveal very significant differences in favor of EL2MCS in all cases. EL2MCS is remarkably faster than any other tool for most instances, in many cases with performance gaps of more than one order of magnitude. The greatest advantages are over EL$^+$SAT, CEL and JUST. On a few instances, JUST is faster than EL2MCS. However, note that JUST is only able to handle a subset of $\mathcal{EL}^+$, and so it is expected to be very efficient on this kind of instances. SATPin performs better than other alternatives, solving a few instances less than EL2MCS, but still EL2MCS outperforms it consistently in terms of running time.
5 Conclusions and Future Work

This paper presents the EL2MCS tool for axiom pinpointing of $\mathcal{EL}^+$ ontologies. Building on previous work [33,34], EL2MCS exploits a close relationship between MinAs and MUSes of propositional formulas, and instruments an efficient algorithm that relies on explicit minimal hitting set dualization of MCSes and MUSes of unsatisfiable formulas. Experimental results over well-known benchmarks from medical ontologies reveal that EL2MCS significantly outperforms the state of the art, thus constituting a very effective alternative for this problem. A natural research direction is to attempt to improve EL2MCS by substituting some of its parts by other advanced novel alternatives (e.g. MCS extraction and enumeration [21,26]).
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Abstract. The enumeration of minimal unsatisfiable subsets (MUSes) finds a growing number of practical applications, that includes a wide range of diagnosis problems. As a concrete example, the problem of axiom pinpointing in the $\mathcal{EL}$ family of description logics (DLs) can be modeled as the enumeration of the group-MUSes of Horn formulae. In turn, axiom pinpointing for the $\mathcal{EL}$ family of DLs finds important applications, such as debugging medical ontologies, of which SNOMED CT is the best known example. The main contribution of this paper is to develop an efficient group-MUS enumerator for Horn formulae, HgMUS, that finds immediate application in axiom pinpointing for the $\mathcal{EL}$ family of DLs. In the process of developing HgMUS, the paper also identifies performance bottlenecks of existing solutions. The new algorithm is shown to outperform all alternative approaches when the problem domain targeted by group-MUS enumeration of Horn formulae is axiom pinpointing for the $\mathcal{EL}$ family of DLs, with a representative suite of examples taken from different medical ontologies.

1 Introduction

Description Logics (DLs) are well-known knowledge representation formalisms [4]. DLs find a wide range of applications in computer science, including the semantic web and representation of ontologies, but also in medical bioinformatics.

Given an ontology (that consists of a set of axioms) and a subsumption relation entailed by the ontology, axiom pinpointing is the problem of finding minimal axiom sets (MinAs), equivalently minimal sub-ontologies, each one entailing the given subsumption relation [48]. So, each MinA represents a minimal explanation or justification for the subsumption relation. Example applications of axiom pinpointing include context-based reasoning, error-tolerant reasoning [32], and ontology debugging and revision [26, 49]. Axiom pinpointing for different description logics (DLs) has been studied extensively for more than a decade, with related work in the mid 90s [1, 3, 5–8, 25, 31, 33, 37, 39, 40, 42, 48–51, 53].

The $\mathcal{EL}$ family of DLs is well-known for being tractable (i.e. polynomial-time decidable). Despite being inexpressive, the $\mathcal{EL}$ family of DLs, concretely by using the more expressive, and still tractable, $\mathcal{EL}^+$, has been used for representing ontologies in the medical sciences, including the well-known SNOMED CT
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Work on axiom pinpointing for the $\mathcal{EL}$ family of DLs can be traced to 2006, namely the CEL tool [5]. Later, in 2009, the use of SAT was proposed for axiom pinpointing in the $\mathcal{EL}$ family of DLs [50,51,56], concretely for the more expressive DL $\mathcal{EL}^+$. This seminal work proposed a propositional Horn encoding that can be exponentially smaller than earlier work [5,7,8]. Moreover, the use of SAT for axiom pinpointing for the $\mathcal{EL}$ family of DLs, named $\mathcal{EL}^+$SAT [50,51,56], was shown to consistently outperform earlier work, concretely CEL [5]. Recent work [1] builds on these propositional encodings, but exploits the relationship between axiom pinpointing and enumeration of minimal unsatisfiable subsets (MUSes) [30], achieving conclusive performance gains over earlier work.

Nevertheless, this recent work has a number of potential drawbacks that will be analyzed later in the paper.

The relationship between axiom pinpointing and MUS enumeration was also studied elsewhere [33]. Instead of exploiting hitting set dualization, this alternative approach exploits the enumeration of implicants [33].

The main contribution of this paper is to develop an efficient group-MUS enumerator for Horn formulae, referred to as HgMUS, that finds immediate application in axiom pinpointing for the $\mathcal{EL}$ family of DLs. In the process of developing HgMUS, the paper also identifies performance bottlenecks of existing solutions, in particular $\mathcal{EL}^+$SAT [50,51]. The new group-MUS enumerator for Horn formulae builds on the large body of recent work on problem solving with SAT oracles. This includes, among others, MUS extraction [12], MCS extraction and enumeration [34], and partial MUS enumeration [28,29,44]. HgMUS also exploits earlier work on solving Horn propositional formulae [17,38], and develops novel algorithms for MUS extraction in propositional Horn formulae. The experimental results, using well-known problem instances, demonstrate conclusive performance improvements over all other existing approaches, in most cases by several orders of magnitude.

The paper is organized as follows. Section 2 introduces the notation and definitions used throughout the paper. Section 3 reviews recent work on MUS enumeration, which serves as the basis for HgMUS. Afterwards, the new group-MUS enumerator HgMUS is described in Section 4. Section 5 compares HgMUS with existing alternatives. Experimental results on well-known problem instances from axiom pinpointing for the $\mathcal{EL}$ family of DLs are analyzed in Section 6. The paper concludes in Section 7.

## 2 Preliminaries

Standard definitions of propositional logic are assumed [13]. This paper considers Boolean formulae in Conjunctive Normal Form (CNF). A CNF formula $\mathcal{F}$ is defined over a set of Boolean variables $V(\mathcal{F}) = \{x_1, ..., x_n\}$ as a conjunction of clauses $(c_1 \land \ldots \land c_m)$. A clause $c$ is a disjunction of literals $(l_1 \lor \ldots \lor l_k)$ and a literal $l$ is either a variable $x$ or its negation $\neg x$. We refer to the set of literals appearing in $\mathcal{F}$ as $L(\mathcal{F})$. Formulae can also be represented as sets of clauses, and clauses as sets of literals.
A truth assignment, or interpretation, is a mapping $\mu : V(\mathcal{F}) \rightarrow \{0, 1\}$. If all the variables in $V(\mathcal{F})$ are assigned a truth value, $\mu$ is referred to as a complete assignment. Interpretations can also be seen as conjunctions or sets of literals. Truth valuations are lifted to clauses and formulae as follows: $\mu$ satisfies a clause $c$ if it contains at least one of its literals. Given a formula $\mathcal{F}$, $\mu$ satisfies $\mathcal{F}$ (written $\mu \models \mathcal{F}$) if it satisfies all its clauses, being $\mu$ referred to as a model of $\mathcal{F}$.

Given two formulae $\mathcal{F}$ and $\mathcal{G}$, $\mathcal{F}$ entails $\mathcal{G}$ (written $\mathcal{F} \models \mathcal{G}$) iff all the models of $\mathcal{F}$ are also models of $\mathcal{G}$. $\mathcal{F}$ and $\mathcal{G}$ are equivalent (written $\mathcal{F} \equiv \mathcal{G}$) iff $\mathcal{F} \models \mathcal{G}$ and $\mathcal{G} \models \mathcal{F}$.

A formula $\mathcal{F}$ is satisfiable ($\mathcal{F} \not\models \bot$) if there exists a model for it. Otherwise it is unsatisfiable ($\mathcal{F} \models \bot$). SAT is the decision problem of determining the satisfiability of a propositional formula. This problem is in general NP-complete [15].

Some applications require computing certain types of models. In this paper, we will make use of maximal models, i.e. models such that a set-wise maximal subset of the variables are assigned value 1:

**Definition 1 (MxM).** Let $\mathcal{F}$ be a satisfiable propositional formula, $\mu \models \mathcal{F}$ a model of $\mathcal{F}$ and $P \subseteq V(\mathcal{F})$ the set of variables appearing in $\mu$ with positive polarity. $\mu$ is a maximal model (MxM) of $\mathcal{F}$ iff $\mathcal{F} \cup P \not\models \bot$ and for all $v \in V(\mathcal{F}) \setminus P$, $\mathcal{F} \cup P \cup \{v\} \not\models \bot$.

Herein, we will denote a maximal model by $P$, i.e. the set of its positive literals.

Horn formulae constitute an important subclass of propositional logic. These are composed of Horn clauses, which have at most one positive literal. Satisfiability of Horn formulae is decidable in polynomial time [17,23,38].

Given an unsatisfiable formula $\mathcal{F}$, the following subsets represent different notions regarding (set-wise) minimal unsatisfiability and maximal satisfiability [30,34]:

**Definition 2 (MUS).** $\mathcal{M} \subseteq \mathcal{F}$ is a Minimally Unsatisfiable Subset (MUS) of $\mathcal{F}$ iff $\mathcal{M}$ is unsatisfiable and $\forall c \in \mathcal{M}, \mathcal{M} \setminus \{c\}$ is satisfiable.

**Definition 3 (MCS).** $\mathcal{C} \subseteq \mathcal{F}$ is a Minimal Correction Subset (MCS) iff $\mathcal{F} \setminus \mathcal{C}$ is satisfiable and $\forall c \in \mathcal{C}, \mathcal{F} \setminus (\mathcal{C} \setminus \{c\})$ is unsatisfiable.

**Definition 4 (MSS).** $\mathcal{S} \subseteq \mathcal{F}$ is a Maximal Satisfiable Subset (MSS) iff $\mathcal{S}$ is satisfiable and $\forall c \in \mathcal{F} \setminus \mathcal{S}, \mathcal{S} \cup \{c\}$ is unsatisfiable.

An MSS is the complement of an MCS. MUSes and MCSes are closely related by the well-known hitting set duality [10,14,46,54]: Every MCS (MUS) is an irreducible hitting set of all MUSes (MCSes) of $\mathcal{F}$. In the worst case, there can be an exponential number of MUSes and MCSes [30,41]. Besides, MCSes are related to the MaxSAT problem, which consists in finding an assignment satisfying as many clauses as possible. The smallest MCS (largest MSS) represents an optimal solution to MaxSAT.

Motivated by several applications, MUSes and related concepts have been extended to CNF formulae where clauses are partitioned into disjoint sets called groups [30].
Definition 5 (Group-Oriented MUS). Given an explicitly partitioned unsatisfiable CNF formula $F = G_0 \cup ... \cup G_k$, a group-oriented MUS (or group-MUS) of $F$ is a set of groups $\mathcal{G} \subseteq \{ G_1, ..., G_k \}$, such that $G_0 \cup \mathcal{G}$ is unsatisfiable, and for every $G_i \in \mathcal{G}$, $G_0 \cup (\mathcal{G} \setminus G_i)$ is satisfiable.

Note the special role $G_0$ (group-$0$); this group consists of background clauses that are included in every group-MUS. Because of $G_0$ a group-MUS, as opposed to MUS, can be empty. Nevertheless, in this paper we assume that $G_0$ is satisfiable.

Equivalently, the related concepts of group-MCS and group-MSS can be defined in the same way. We omit these definitions here due to lack of space.

In the case of MaxSAT, the use of groups is investigated in detail in [22].

3  MUS Enumeration in Horn Formulae

Enumeration of MUSes has been the subject of research that can be traced to the seminal work of Reiter [46]. A well-known family of algorithms uses (explicit) minimal hitting set dualization [10,14,30]. The organization of these algorithms can be summarized as follows. First compute all the MCSes of a CNF formula. Second, MUSes are obtained by computing the minimal hitting sets of the set of MCSes. The main drawback of explicit minimal hitting set dualization is that, if the number of MCSes is exponentially large, these approaches will be unable to compute MUSes, even if the total number of MUSes is small. As a result, recent work considered what can be described as implicit minimal hitting set dualization [28,29,44]. In these approaches (namely eMUS [44] and MARCO [29] MUS enumerators), either an MUS or an MCS is computed at each step of the algorithm, with the guarantee that one or more MUSes will be computed at the outset. In some settings, implicit minimal hitting set dualization is the only solution for finding some MUSes of a CNF formula. As pointed out in this recent work, implicit minimal hitting set dualization aims to complement, but not replace, the explicit dualization alternative, and in some settings where enumeration of MCSes is feasible, the latter may be the preferred option [29,44].

Algorithm 1 shows the eMUS enumeration algorithm [44], also used in the most recent version of MARCO [29]. It relies on a two-solver approach aimed at enumerating the MUSes/MCSes of an unsatisfiable formula $F$. On the one hand, a formula $Q$ is used to enumerate subsets of $F$. This formula is defined over a set of variables $I = \{ p_i \mid c_i \in F \}$, each one of them associated with one clause $c_i \in F$. Iteratively until $Q$ becomes unsatisfiable, eMUS computes a maximal model $P$ of $Q$ and tests the satisfiability of the corresponding subformula $F' \subseteq F$. If it is satisfiable, $F'$ represents an MSS of $F$, and the clause $I \setminus P$ is added to $Q$, preventing the algorithm from generating any subset of the MSS (superset of the MCS) again. Otherwise, if $F'$ is unsatisfiable, it is reduced to an MUS $M$, which is blocked adding to $Q$ a clause made of the variables in $I$ associated with $M$ with negative polarity. This way, no superset of $M$ will be generated. Algorithm 1 is guaranteed to find all MUSes and MCSes of $F$, in a number of iterations that corresponds to the sum of the number of MUSes and MCSes.

This paper considers the problem of enumerating the group-MUSes of an unsatisfiable Horn formula. As highlighted earlier, and as discussed later in the
Algorithm 1. eMUS [44] / MARCO [29]

Input: $F$ a CNF formula

Output: Reports the set of MUSes of $F$

1. $I \leftarrow \{ p_i \mid c_i \in F \}$  // Variable $p_i$ picks clause $c_i$
2. $Q \leftarrow \emptyset$
3. while true do
   4. $(st, P) \leftarrow \text{MaximalModel}(Q)$
   5. if not $st$ then return
   6. $F' \leftarrow \{ c_i \mid p_i \in P \}$  // Pick selected clauses
   7. if not SAT($F'$) then
      8. $M \leftarrow \text{ComputeMUS}(F')$
      9. $\text{ReportMUS}(M)$
      10. $b \leftarrow \{ \neg p_i \mid c_i \in M \}$  // Negative clause blocking the MUS
   11. else
      12. $b \leftarrow \{ p_i \mid p_i \in I \setminus P \}$  // Positive clause blocking the MCS
      13. $Q \leftarrow Q \cup \{ b \}$

This paper, enumeration of the group-MUSes of unsatisfiable Horn formulae finds important applications in axiom pinpointing for the $\mathcal{EL}$ family of DLs, including $\mathcal{EL}^+$. It should be observed that the difference between the enumeration of plain MUSes of Horn formulae and the enumeration of group-MUSes is significant. First, enumeration of group-MUSes of Horn formulae cannot be achieved in total polynomial time, unless $P = NP$. This is an immediate consequence from the fact that axiom pinpointing for the $\mathcal{EL}$ family of DLs cannot be achieved in total polynomial time, unless $P = NP$ [7], and that axiom pinpointing for the $\mathcal{EL}$ family of DLs can be reduced in polynomial time to group-MUS enumeration of Horn formulae [1]. Second, enumeration of MUSes of Horn formulae can be achieved in total polynomial time (actually with polynomial delay) [43].

Given the above, a possible approach for enumerating group-MUSes of Horn formulae is to use an existing solution, either based on explicit or implicit minimal hitting set dualization. For example, the use of explicit minimal hitting dualization was recently proposed in EL2MCS [1]. Alternatively, either eMUS [44] or the different versions of MARCO [28,29] could be used, as also pointed out in [33].

This paper opts instead to exploit the implicit minimal hitting set dualization approach [28,29,44], but develops a solution that is specific to the problem formulation. This solution is described in the next section.

4 Algorithm for Group-MUS Enumeration in Horn Formulae

This section describes HgMUS, a novel and efficient group-MUS enumerator for Horn formulae based on implicit minimal hitting set dualization. In this section, $\mathcal{H}$ denotes the group of clauses $\mathcal{G}_0$, i.e. the background clauses. Moreover, $\mathcal{I}$ denotes the set of (individual) groups of clauses, with $\mathcal{I} = \{ \mathcal{G}_1, \ldots, \mathcal{G}_k \}$. So, the unsatisfiable group-Horn formula corresponds to $F = \mathcal{H} \cup \mathcal{I}$. Also, in this
Algorithm 2. Computation of Maximal Models

Input: Q a CNF formula
Output: (st, P); with st a Boolean and P an MxM (if it exists)
1 (P, U, B) ← ((x | ¬x ∈ L(Q)), (x | ¬x ∈ L(Q)), ∅)
2 (st, P, U) ← InitialAssignment(Q ∪ P)
3 if not st then return (false, ∅)
4 while U ≠ ∅ do
5     l ← SelectLiteral(U)
6     (st, µ) = SAT(Q ∪ P ∪ B ∪ {l})
7     if st then (P, U) ← UpdateSatClauses(µ, P, U)
8     else (U, B) ← (U \ {l}, B ∪ {¬l})
9 return (true, P) // P is an MxM of Q

section, the formula Q shown in Algorithm 1 is defined on a set of variables associated to the groups in I. For the problem instances considered later in the paper (obtained from axiom pinpointing for the $\mathcal{EL}$ family of DLs), each group of clauses contains a single unit clause. However, the algorithm would work for arbitrary groups of clauses.

4.1 Organization

The high-level organization of HgMUS mimics that of eMUS/MARCO (see Algorithm 1), with a few essential differences. First, the satisfiability testing step (because it operates on Horn formulae) uses the dedicated linear time algorithm LTUR [38]. LTUR can be viewed as one-sided unit propagation, since only variables assigned value 1 are propagated. Moreover, the simplicity of LTUR enables very efficient implementations, that use adjacency lists for representing clauses instead of the now more commonly used watched literals. Second, the problem formulation motivates using a dedicated MUS extraction algorithm, which is shown to be more effective in this concrete case than other well-known approaches [12]. Third, we also highlight important aspects of the eMUS/MARCO implicit minimal hitting set dualization approach, which we claim have been overlooked in earlier work [51,56].

4.2 Computing Maximal Models

The use of maximal models for computing either MCSes of a formula or a set of clauses that contain an MUS was proposed in earlier work [44], which exploited SAT with preferences for computing maximal models [20,47]. The use of SAT with preferences for computing maximal models is also exploited in related work [50,51].

Computing maximal models of a formula Q can be reduced to the problem of extracting an MSS of a formula $Q'$ [34], where the clauses of Q are hard and, for each variable $x_i ∈ V(Q)$, it includes a unit soft clause $c_i \equiv \{x_i\}$. Also, recent work [9,21,34,36] has shown that state-of-the-art MCS/MSS computation approaches outperform SAT with preferences. HgMUS uses a dedicated algorithm based on the LinearSearch MCS extraction algorithm [34], due to its good performance in MCS enumeration. Since all soft clauses are unit, it can also be related with
the novel Literal-Based eXtractor algorithm [36]. Shown in Algorithm 2, it relies on making successive calls to a SAT solver. It maintains three sets of literals: $P$, an under-approximation of an MxM (i.e. positive literals s.t. $Q \cup P \not\equiv \bot$), $B$, with negative literals $\neg l$ such that $Q \cup P \cup \{l\} \models \bot$ (i.e. backbone literals), and $U$, with the remaining set of positive literals to be tested. Initially, $P$ and $U$ are initialized from a model $\mu \models Q$, $P (U)$ including the literals appearing with positive (negative) polarity in $\mu$. Then, iteratively, it tries to extend $P$ with a new literal $l \in U$, by testing the satisfiability of $Q \cup P \cup B \cup \{l\}$. If it is satisfiable, all the literals in $U$ satisfied by the model (including $l$) are moved to $P$. Otherwise, $l$ is removed from $U$ and $\neg l$ is added to $B$. This algorithm has a query complexity of $O(|V(Q)|)$.

Algorithm 2 integrates a new technique, which consists in pre-initializing $P$ with the pure positive literals appearing in $Q$ and $U$ with the remaining ones (line 1), and then requiring the literals of $P$ to be satisfied by the initial assignment (line 2). It can be easily proved that these pure literals are included in all MxMs of $Q$, so a number of calls to the SAT solver could be avoided. Moreover, the SAT solver will never branch on these variables, easing the decision problems. This technique is expected to be effective in HgMUS. Note that, in this context, $Q$ is made of two types of clauses: positive clauses blocking MCSes of the Horn formula, and negative clauses blocking MUSes. So, with this technique, the computation of MxMs is restricted to the variables representing groups appearing in some MUS of the Horn formula.\(^1\)

### 4.3 Adding Blocking Clauses

One important aspect of HgMUS are the blocking clauses created and added to the formula $Q$ (see Algorithm 1). These follow what was first proposed in eMUS [44] and MARCO [28, 29]. For each MUS, the blocking clause consists of a set of negative literals, requiring at least one of the clauses in the MUS not to be included in future selected sets of clauses. For each MCS, the blocking clause consists of a set of positive literals, requiring at least one of the clauses in the MCS to be included in future selected sets of clauses. The way MCSes are handled is essential to prevent that MCS and sets containing the same MCS to be selected again. Although conceptually simple, it can be shown that existing approaches may not guarantee that supersets of MCSes (or subsets of the MSSes) are not selected. As argued later, this is the case with $EL^+\text{SAT}$ [51, 56].

### 4.4 Deciding Satisfiability of Horn Formulae

It is well-known that Horn formulae can be decided in linear time [17, 23, 38]. HGMUS implements the LTUR algorithm [38]. There are important reasons for this choice. First, LTUR is expected to be more efficient than plain unit propagation, since only variables assigned value 1 need to be propagated. Second, most implementations of unit propagation in CDCL SAT solvers (i.e. that use watched literals) are not guaranteed to run in linear time [19]; this is for example the case with all implementations of Minisat [18] and its variants, for which unit

---

\(^1\) SATPin [33] also exploits this insight of relevant variables, but not in the contexts of MxMs.
Algorithm 3. Insertion-based [16] MUS extraction using LTUR [38]

Input: $H$, denotes the $G_0$ clauses; $I$, denotes the set of (individual) group clauses

Output: $M$, denotes the computed MUS

1. $(M, c_r) \leftarrow (H, 0)$
2. $\text{LTUR}\_\text{prop}(M, M)$ \hspace{1cm} // Start by propagating $G_0$ clauses
3. while true do
4. if $c_r > 0$ then
5. $M \leftarrow M \cup \{c_r\}$ \hspace{1cm} // Add transition clause $c_r$ to $M$
6. if not $\text{LTUR}\_\text{prop}(M, \{c_r\})$ then
7. $\text{LTUR}\_\text{undo}(M, M)$
8. return $M \setminus H$ \hspace{1cm} // Remove $G_0$ clauses from computed MUS
9. $S \leftarrow \emptyset$
10. while true do
11. $c_r \leftarrow \text{SelectRemoveClause}(I)$ \hspace{1cm} // Target transition clause
12. $S \leftarrow S \cup \{c_r\}$
13. if not $\text{LTUR}\_\text{prop}(M \cup S, \{c_r\})$ then
14. $I \leftarrow S \setminus \{c_r\}$ \hspace{1cm} // Update working set of groups
15. $\text{LTUR}\_\text{undo}(M, S)$
16. break \hspace{1cm} // $c_r$ represents a transition clause

propagation runs in worst-case quadratic time. As a result, using an off-the-shelf SAT solver and exploiting only unit propagation (as is done for example in earlier work [33,50,51]) is unlikely to be the most efficient solution. Besides the advantages listed above, the use of a linear time algorithm for deciding the satisfiability of Horn formulae turns out to be instrumental for MUS extraction, as shown in the next section. In order to use LTUR for MUS extraction, an incremental version has been implemented, which allows for the incremental addition of clauses to the formula and incremental identification of variables assigned value 1. Clearly, the amortized run time of LTUR, after adding $m = |F|$ clauses, is $O(||F||)$, with $||F||$ the number of literals appearing in $F$.

4.5 MUS Extraction in Horn Formulae

For arbitrary CNF formulae, a number of approaches exist for MUS extraction, with the most commonly used one being the deletion-based approach [11,12], but other alternatives include the QuickXplain algorithm [24] and the more recent Progression algorithm [35]. It is also well-known and generally accepted that, due to its query complexity, the insertion-based algorithm [16] for MUS extraction is in practice not competitive with existing alternatives [12].

Somewhat surprisingly, this is not the case with Horn formulae when (an incremental implementation of) the LTUR algorithm is used. A modified insertion-based MUS extraction algorithm that exploits LTUR is shown in Algorithm 3. $\text{LTUR}\_\text{prop}$ propagates the consequences of adding some new set of clauses, given some existing incremental context. $\text{LTUR}\_\text{undo}$ unpropagates the consequences of adding some set of clauses (in order), given some existing
incremental context. The organization of the algorithm mimics the standard insertion-based MUS extraction algorithm [16], but the use of the incremental LTUR yields run time complexity that improves over other approaches. Consider the operation of the standard insertion-based algorithm [16], in which clauses are iteratively added to the working formula. When the formula becomes unsatisfiable, a transition clause [12] has been identified, which is then added to the MUS being constructed. The well-known query complexity of the insertion-based algorithm is \(O(m \times k)\) where \(m\) is the number of clauses and \(k\) is the size of a largest MUS. Now consider that the incremental LTUR algorithm is used. To find the first transition clause, the amortized run time is \(O(||F||)\). Clearly, this holds true for any transition clause, and so the run time of MUS extraction with the LTUR algorithm becomes \(O(|M| \times ||F||)\), where \(M \subseteq I\) is a largest MUS. Algorithm 3 highlights the main differences with respect to a standard insertion-based MUS extraction algorithm. In contrast, observe that for a deletion-based algorithm the run time complexity will be \(O(|I| \times ||F||)\). In situations where the sizes of MUSes are much smaller than the number of groups in \(I\), this difference can be significant. As a result, when extracting MUSes from Horn formulae, and when using a polynomial time incremental decision procedure, an insertion-based algorithm should be used instead of other more commonly used alternatives.

5 Comparison with Existing Alternatives

This section compares HcMUS with the group MUS enumerators used in EL+SAT [50,51], EL2MCS [1] and SATPin [33]. An experimental comparison with these and other methods for axiom pinpointing for the \(\mathcal{EL}\) family of DLs is presented in Section 6.

5.1 EL+SAT

The best known SAT-based approach for axiom pinpointing is EL+SAT [50, 51, 56]. EL+SAT is composed of two main phases. The first phase compiles the axiom pinpointing problem to a Horn formula. The second phase enumerates the so-called MinAs, and corresponds to group-MUS enumeration for this Horn formula [1]. Although existing references emphasize the enumeration of MinAs (MUSes) using an AllSAT approach (itself inspired by an AllSMT approach [27]), the connection with MUS enumeration is immediate [1]. More importantly, EL+SAT shares a number of similarities with implicit minimal hitting set dualization, but also crucial differences, which we now analyze.

Similar to eMUS, EL+SAT selects subformulae of an unsatisfiable Horn formula. This is achieved with a SAT solver that always assigns variables value 1 when branching [51]. This corresponds to solving SAT with preferences [20,47], and so it corresponds to computing a maximal model, inasmuch the same way as eMUS operates.

In EL+SAT, the approach for deciding the satisfiability of Horn subformulae is based on running the unit propagation engine of a CDCL SAT solver. As explained earlier, this can be inefficient when compared with the dedicated LTUR algorithm for Horn formulae [38]. Moreover, in EL+SAT, MUSes
are extracted with what can be viewed as a deletion-based algorithm \[11, 12\]. Although more efficient alternatives are suggested, none is as asymptotically as efficient as the dedicated algorithm proposed in Section 4.5.

Finally, the most important drawback is the blocking of sets of clauses that do not contain an MUS/MinA. In our setting of implicit minimal hitting set dualization, this represents one MCS. The approach used in EL$^+$SAT consists of creating a blocking clause solely based on the decision variables (which are always assigned value 1) \[51, 56\]. This means that MUSes (or MinAs) and MCSes/MSSes are blocked the same way. Thus, the learned clauses, although blocking one MCS (and corresponding MSS), do not block supersets of MCSes (and the corresponding subsets of the MSSes). This can result in exponentially more iterations than necessary, and explains in part the poor performance of EL$^+$SAT in practice. It should be further observed that this drawback becomes easier to spot once the problem is described as MUS enumeration by implicit minimal hitting set dualization.

### 5.2 EL2MCS

EL2MCS \[1\] implements explicit minimal hitting set dualization. In a first phase the MCS enumerator CAMUS2 \[34\] is used (the original CAMUS cannot be used because the formula has groups). This is achieved by iterated MaxSAT enumeration. In a second phase the MUS enumerator CAMUS \[30\] is used. The differences to HgMUS are clear, in that EL2MCS uses explicit minimal hitting set dualization and HgMUS uses implicit minimal hitting set dualization. Thus, there are (possibly many) instances for which EL2MCS will be unable to compute MUSes, because it will be unable to enumerate all MCSes, and this will not be the case with HgMUS. Another potential drawback of EL2MCS is that it uses a MaxSAT solver for MCS enumeration, although there are better alternatives \[34\]. Nevertheless, EL2MCS outperforms other existing approaches \[5, 31, 33, 50, 51\]. As shown later, the HgMUS approach proposed in this paper is the only one that consistently outperforms EL2MCS.

### 5.3 SATPin

SATPin \[33\] represents a recent SAT-based alternative for axiom pinpointing for the $\mathcal{EL}$ family of DLs, that focuses on optimizing the low-level implementation details of the CDCL SAT solver, including the use of incremental SAT solving. As indicated above, HgMUS opts to revisit instead the LTUR \[38\] algorithm from the late 80s, since it is guaranteed to run in linear time for Horn formulae, and can be implemented with small overhead. The SATPin approach is presented in terms of iteratively computing implicants. Some aspects of the organization of SATPin can be related with those of EL$^+$SAT, namely the procedure for extracting MUSes/MinAs. Although the actual enumeration of candidate sets is not detailed in \[33\], the description of SATPin suggests the use of model enumeration with some essential pruning techniques.

---

2 The clause learning mechanism used in EL$^+$SAT is detailed in \[51\], page 17, first paragraph.
6 Experimental Results

This section evaluates group-MUS enumerators for Horn formulae obtained from axiom pinpointing problems for the $\mathcal{EL}$ family of DLs, particularly applied to medical ontologies. A set of standard benchmarks is considered. These have been used in earlier work, e.g. [1, 5, 31, 33, 50].

Since all experiments consist of converting axiom pinpointing problems into group-MUS enumeration problems, the tool that uses HgMUS\(^3\) as its back-end is named EL2MUS. Thus, in this section, the results for EL2MUS illustrate the performance of the group-MUS enumerator described in this paper.

6.1 Experimental Setup

Each considered instance represents the problem of explaining a particular subsumption relation (query) entailed in a medical ontology. Four medical ontologies\(^4\) are considered: GALEN [45], GENE [2], NCI [52] and SNOMED CT [55]. For GALEN, we consider two variants: FULL-GALEN and NOT-GALEN. The most important ontology is SNOMED CT and, due to its huge size, it also produces the hardest axiom pinpointing instances. For each ontology (including the GALEN variants) 100 queries are considered: 50 random (expected to be easier) and 50 sorted (expected to have a large number of minimal explanations) queries. So, there are 500 queries in total.

Given an ontology, the encoding proposed in [50, 51] produces a Horn formula that represents the reasoning steps taken in the deduction of all the subsumption relations entailed by the ontology. In this formula, every variable represents a subsumption relation between two concepts. As a result, the encoding also produces a set of variables corresponding to the original axioms of the ontology, which may be responsible for any subsumption relation. Explaining a given subsumption relation (query) can be then transformed into a group-MUS enumeration problem where the original Horn formula and a unit clause with the negated query forms group-0 and each original axiom constitutes a group containing only a unit clause. Noticeably, any general Horn group-MUS problem can be converted to this particular format.

Two different experiments were considered by applying two different simplification techniques to the problem instances, both of which were proposed in [51]. The first one uses the Cone-Of-Influence (COI) reduction. These are reduced instances in both the size of the Horn formula and the number of axioms, but are still quite large. Similar techniques are exploited in related work [5, 31, 33]. The second one considers the more effective reduction technique (which we refer to as x2), consisting in applying the COI technique, re-encoding the Horn formula into a reduced ontology, and encoding this ontology again into a Horn formula. This results in small Horn formulae, which will be useful to evaluate the algorithms when there are a large number of MUSes/MCSes.

---

\(^3\) HgMUS is available at [http://logos.ucd.ie/web/doku.php?id=hgmus](http://logos.ucd.ie/web/doku.php?id=hgmus).

\(^4\) GENE, GALEN and NCI ontologies are freely available at [http://lat.inf.tu-dresden.de/~meng/toyont.html](http://lat.inf.tu-dresden.de/~meng/toyont.html). The SNOMED CT ontology was requested from IHTSDO under a nondisclosure license agreement.
The experiments compare EL2MUS to different algorithms, namely EL$^+$SAT \cite{50,51}, CEL \cite{5}, JUST \cite{31}, EL2MCS \cite{1} and SATPin \cite{33}. EL$^+$SAT \cite{51} has been shown to outperform CEL \cite{5}, whereas SATPin \cite{33} has been shown to outperform the MUS enumerator MARCO \cite{29}.

The comparison with CEL and JUST imposes a number of constraints. First, CEL only computes 10 MinAs, so all comparisons with CEL only consider reporting the first 10 MinAs/MUSes. Also, CEL uses a simplification technique similar to COI, so CEL is considered in the first experiments. Second, JUST operates on selected subsets of $\ell\mathcal{L}^+$, i.e. the description logic used in most medical ontologies. As a result, all comparisons with JUST consider solely the problem instances for which JUST can compute correct results. JUST accepts the simplified x2 ontologies, so it is considered in the second experiments. The comparison with these tools is presented at the end of the section.

EL2MUS interfaces the SAT solver Minisat 2.2 \cite{18} for computing maximal models. All the experiments were performed on a Linux cluster (2 GHz) and the algorithms were given a time limit of 3600s and a memory limit of 4 GB\textsuperscript{5}.

### 6.2 COI Instances

Figure 1 summarizes the results for EL$^+$SAT, EL2MCS, SATPin and EL2MUS. As can be observed, EL2MCS has a slight performance advantage over SATPin, and EL2MUS terminates for more instances than any of the other tools. Figure 2 shows scatter plots comparing the different tools. As can be concluded, and with a few outliers, the performance of EL2MUS exceeds the performance of any of the other tools by at least one order of magnitude (and often by more). Figure 2d

\textsuperscript{5} Only a sample of the results can be presented in this section due to space restrictions. Additional results are available at http://logos.ucd.ie/web/doku.php?id=hgmus.
summarizes the results in the scatter plots, where the percentages shown are computed for problem instances for which at least one of the tools takes more than 0.001s. As can be observed, EL2MUS outperforms any of the other tools in all of the problem instances and, for many cases, with two or more orders of magnitude improvement.

### 6.3 x2 Instances

The x2 instances are significantly simpler than the COI instances. Thus, whereas the COI instances can serve to assess the scalability of each approach, the x2 instances highlight the expected performance in representative settings. Figure 3a summarizes the performance of the tools EL$^+$SAT, SATPin, EL2MCS and EL2MUS. Due to its poor performance, EL$^+$SAT does not show in the plot (it terminates on 317 instances). Moreover, and as before in terms of terminated instances, EL2MUS exhibits an observable performance edge.
A pairwise comparison between the different tools is summarized in Figure 4. Although not as impressive as for the COI instances, EL2MUS still consistently outperforms all other tools. Figure 4d summarizes the results, where as before the percentages shown are computed for problem instances for which at least one of the tools takes more than 0.001s. Observe that, for these easier instances, SATPin becomes competitive with EL2MUS. Nevertheless, for instances taking more than 0.1s, EL2MUS outperforms SATPin on 100% of the instances. Thus, the 67.69% shown in the table result from instances for which both SATPin and EL2MUS take at most 0.04s. The summary table also lists the number of computed MUSes for the 19 instances for which EL2MUS does not terminate (all of the other tools also do not terminate for these 19 instances). EL2MUS computes 9948 MUSes in total. As can be observed from the table, the other tools lag behind, and compute significantly fewer MUSes. Also, as noted earlier in the paper, the main issue with EL2MCS is demonstrated with these results; for these 19 instances, EL2MCS is unable to compute any MUSes. The comparison with the other tools, $\text{EL}^+\text{SAT}$ and SATPin, reveals that EL2MUS computes respectively in excess of a factor of 10 and of 5 more MUSes.

EL2MUS not only terminates on more instances than any other approach and computes more MUSes for the unsolved instances; it also reports the sequences of MUSes much faster. Figure 3b shows, for each computed MUS over the whole set of instances, the time each MUS was reported. This figure compares $\text{EL}^+\text{SAT}$, SATPin and EL2MUS, as these are the only methods able to report MUSes from the beginning. The results confirm that EL2MUS is able to find many more MUSes in less time than the alternatives.

These experimental results suggest that, not only is EL2MUS the best performing axiom pinpointing tool, on both the COI and x2 problem instances, but
it is also the one that is expected to scale better for more challenging problem instances, given the results on the COI instances.

6.4 Assessment of Non SAT-Based Axiom Pinpointing Tools

Figure 5 shows scatter plots comparing EL2MUS with CEL [5] and Just [31], respectively for the COI and x2 instances\(^6\). As indicated earlier, CEL only computes 10 MinAs, and so the run times shown are for computing the first 10 MinA/MUSes. As can be observed, the performance edge of EL2MUS is clear, with the performance gap exceeding 1 order of magnitude almost without exception. Moreover, Just [31] is a recent state of the art axiom pinpointing tool for the less expressive $\mathcal{ELH}$ DL. Thus, not all subsumption relations can be represented and analyzed. The results shown are for the subsumption relations for

---

\(^6\) Due to lack of space the other scatter plots are not shown, but the conclusions are the same.
Fig. 5. Comparison of EL2MUS with CEL and with JUST

which JUST gives the correct results. In total, 382 instances could be considered and are shown in the plot. As before, the performance edge of EL2MUS is clear, with the performance gap exceeding 1 order of magnitude without exception. In this case, since the x2 instances are in general much simpler, the performance gap is even more significant.

7 Conclusions and Future Work

Enumeration of group MUS for Horn formulae finds important applications, including axiom pinpointing for the $\mathcal{EL}$ family of DLs. Since the $\mathcal{EL}$ family of DLs is widely used for representing medical ontologies, namely with $\mathcal{EL}^+$, enumeration of group MUSes for Horn formulae represents a promising and strategic application of SAT technology. This includes, among others, SAT solvers, MCS extractors and enumerators, and MUS extractors and enumerators. This paper develops a highly optimized group MUS enumerator for Horn formulae, which is shown to extensively outperform any other existing approach. Performance gains are almost without exception at least one order of magnitude, and most often significantly more than that. More importantly, the experimental results demonstrate that SAT-based approaches are by far the most effective approaches for axiom pinpointing for the $\mathcal{EL}$ family of DLs. When compared with other non SAT-based approaches, the performance gains are also conclusive.

Future work will exploit integration of additional recent work on SAT-based problem solving, e.g. in MCS enumeration and MUS enumeration, to further improve performance of axiom pinpointing.
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Abstract. Description Logics (DLs) are knowledge representation and reasoning formalisms used in many settings. Among them, the $\mathcal{EL}$ family of DLs stands out due to the availability of polynomial-time inference algorithms and its ability to represent knowledge from domains such as medical informatics. However, the construction of an ontology is an error-prone process which often leads to unintended inferences. This paper presents the BEACON tool for debugging $\mathcal{EL}^+$ ontologies. BEACON builds on earlier work relating minimal justifications (MinAs) of $\mathcal{EL}^+$ ontologies and MUSes of a Horn formula, and integrates state-of-the-art algorithms for solving different function problems in the SAT domain.

1 Introduction

The importance of Description Logics (DLs) cannot be overstated, and impact a growing number of fields. The $\mathcal{EL}$-family of tractable DLs in particular has been used to build large ontologies from the life sciences [34,35]. Ontology development is an error-prone task, with potentially critical consequences in the life sciences; thus it is important to develop automated tools to help debugging large ontologies. Axiom pinpointing refers to the task of finding the precise axioms in an ontology that cause a (potentially unwanted) consequence to follow [25]. Recent years have witnessed remarkable improvements in axiom pinpointing technologies, including for the case of the $\mathcal{EL}$ family of DLs [1,2,5–7,20,21,30,31]. Among these, the use of SAT-based methods [1,2,30] was shown to outperform other alternative approaches very significantly. This is achieved by reducing the problem to a propositional Horn formula, which is then analyzed with a dedicated decision engine for Horn formulae.
This paper describes a tool, BEACON, that builds on recent work on efficient enumeration of Minimal Unsatisfiable Subsets (MUSes) of group Horn formulae, which finds immediate application in axiom pinpointing of EL ontologies [2]. In contrast to earlier work [2], which used EL+SAT [30,31] as front-end, this paper proposes an integrated tool to perform analysis on ontologies, offering a number of new features.

The rest of the paper is organized as follows: Sect. 2 introduces some preliminaries. Section 3 describes the organization of BEACON. Experimental results are given in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Preliminaries

2.1 The Lightweight Description Logic $\mathcal{EL}^+$

$\mathcal{EL}^+$ [4] is a light-weight DL that has been successfully used to build large ontologies, most notably from the bio-medical domains. As with all DLs, the main elements in $\mathcal{EL}^+$ are concepts. $\mathcal{EL}^+$ concepts are built from two disjoint sets $\mathbb{N}_C$ and $\mathbb{N}_R$ of concept names and role names through the grammar rule:

\[ C ::= A \mid \top \mid C \sqcap C \mid \exists r.C \]  
where $A \in \mathbb{N}_C$ and $r \in \mathbb{N}_R$. The knowledge of the domain is stored in a TBox (ontology), which is a finite set of general concept inclusions (GCIs) $C \sqsubseteq D$, where $C$ and $D$ are $\mathcal{EL}^+$ concepts, and role inclusions (RIs) $r_1 \circ \cdots \circ r_n \sqsubseteq s$, where $n \geq 1$ and $r_i, s \in \mathbb{N}_R$. We will often use the term axiom to refer to both GCIs and RIs. As an example, Appendix $\sqsubseteq \exists \text{partOf}.\text{Intestine}$ represents a GCI.

The semantics of this logic is based on interpretations, which are pairs of the form $I = (\Delta^I, \mathcal{I})$ where $\Delta^I$ is a non-empty set called the domain and $\mathcal{I}$ is the interpretation function that maps every $A \in \mathbb{N}_C$ to a set $A^I \subseteq \Delta^I$ and every $r \in \mathbb{N}_R$ to a binary relation $r^I \subseteq \Delta^I \times \Delta^I$. The interpretation $I$ satisfies the GCI $C \sqsubseteq D$ iff $C^I \subseteq D^I$; it satisfies the RI $r_1 \circ \cdots \circ r_n \sqsubseteq s$ iff $r_1^I \circ \cdots \circ r_n^I \subseteq s^I$, with $\circ$ denoting composition of binary relations. $I$ is a model of $\mathcal{T}$ iff $I$ satisfies all its GCIs and RIs.

The main reasoning problem in $\mathcal{EL}^+$ is to decide subsumption between concepts. A concept $C$ is subsumed by $D$ w.r.t. $\mathcal{T}$ (denoted $C \sqsubseteq_\mathcal{T} D$) if for every model $I$ of $\mathcal{T}$ it holds that $C^I \subseteq D^I$. Classification refers to the task of deciding all the subsumption relations between concept names appearing in $\mathcal{T}$. Rather than merely deciding whether a subsumption relation follows from a TBox, we are interested in understanding the causes of this consequence, and repairing it if necessary.

**Definition 1 (MinA, diagnosis).** A MinA for $C \sqsubseteq D$ w.r.t. the TBox $\mathcal{T}$ is a minimal subset (w.r.t. set inclusion) $M \subseteq \mathcal{T}$ such that $C \sqsubseteq_M D$. A diagnosis for $C \sqsubseteq D$ w.r.t. $\mathcal{T}$ is a minimal subset (w.r.t. set inclusion) $D \subseteq \mathcal{T}$ such that $C \not\sqsubseteq_{\mathcal{T}\setminus D} D$.

MinAs and diagnoses are closely related by minimal hitting set duality [19,29].
Example 2. Consider the TBox $\mathcal{T}_{\text{exa}} = \{A \sqsubseteq \exists r.A, A \sqsubseteq Y, \exists r.Y \sqsubseteq B, Y \sqsubseteq B\}$. There are two MinAs for $A \sqsubseteq B$ w.r.t. $\mathcal{T}_{\text{exa}}$, namely $M_1 = \{A \sqsubseteq Y, Y \sqsubseteq B\}$, and $M_2 = \{A \sqsubseteq \exists r.A, A \sqsubseteq Y, \exists r.Y \sqsubseteq B\}$. The diagnoses for this subsumption relation are $\{A \sqsubseteq Y\}$, $\{A \sqsubseteq \exists r.A, Y \sqsubseteq B\}$, and $\{\exists r.Y \sqsubseteq B, Y \sqsubseteq B\}$.

2.2 Propositional Satisfiability

We assume familiarity with propositional logic [9]. A CNF formula $\mathcal{F}$ is defined over a set of Boolean variables $X$ as a finite conjunction of clauses, where a clause is a finite disjunction of literals and a literal is a variable or its negation. A truth assignment is a mapping $\mu : X \rightarrow \{0, 1\}$. If $\mu$ satisfies $\mathcal{F}$, $\mu$ is referred to as a model of $\mathcal{F}$. Horn formulae are those composed of clauses with at most one positive literal. Satisfiability of Horn formulae is decidable in polynomial time [12,15,24]. Given an unsatisfiable formula $\mathcal{F}$, the following subsets are of interest [19,22]:

Definition 3 (MUS, MCS). $M \subseteq \mathcal{F}$ is a Minimally Unsatisfiable Subset (MUS) of $\mathcal{F}$ iff $M$ is unsatisfiable and $\forall c \in M, M \setminus \{c\}$ is satisfiable. $C \subseteq \mathcal{F}$ is a Minimal Correction Subset (MCS) iff $\mathcal{F} \setminus C$ is satisfiable and $\forall c \in C, \mathcal{F} \setminus (C \setminus \{c\})$ is unsatisfiable.

MUSes and MCSes are related by hitting set duality [8,10,28,33]. Besides, these concepts have been extended to formulae where clauses are partitioned into groups [19].

Definition 4 (Group-MUS). Given an explicitly partitioned unsatisfiable CNF formula $\mathcal{F} = \mathcal{G}_0 \cup ... \cup \mathcal{G}_k$, a group-MUS of $\mathcal{F}$ is a set of groups $\mathcal{G} \subseteq \{\mathcal{G}_1, ..., \mathcal{G}_k\}$, such that $\mathcal{G}_0 \cup \mathcal{G}$ is unsatisfiable, and for every $\mathcal{G}_i \in \mathcal{G}$, $\mathcal{G}_0 \cup (\mathcal{G} \setminus \mathcal{G}_i)$ is satisfiable.

3 The BEACON Tool

The main problem BEACON is aimed at is the enumeration of the MinAs and diagnoses for a given subsumption relation w.r.t. an $\mathcal{EL}^+$ TBox $\mathcal{T}$. BEACON
consists of three main components: The first one classifies $T$ and encodes this process into a set of Horn clauses. Given a subsumption to be analyzed, the second component creates and simplifies an unsatisfiable group Horn formula. Finally, the third one computes group-MUSes and group-MCSes, corresponding to MinAs and diagnoses resp. Figure 1 depicts the main organization of BEACON. Each of its components is explained below.

### 3.1 Classification and Horn Encoding

During the classification of $T$, a Horn formula $H$ is created according to the method introduced in $\text{EL}^+\text{SAT}$ [30,31]. To this end, each axiom $a_i \in T$ is initially assigned a unique selector variable $s[a_i]$. The classification of $T$ is done in two phases [4,6].

First, $T$ is normalized so that each of its axioms are of the form (i) $(A_1 \sqcup \ldots \sqcup A_k) \sqsubseteq B$ ($k \geq 1$), (ii) $A \sqsubseteq \exists r . B$, (iii) $\exists r . A \sqsubseteq B$, or (iv) $r_1 \circ \ldots \circ r_n \sqsubseteq s$ ($n \geq 1$), where $A,A_i,B \in \mathbb{N}_C$ and $r,r_i,s \in \mathbb{N}_R$. This process results in a TBox $T_N$ where each axiom $a_i \in T$ is substituted by a set of axioms in normal form $\{a_{i1}, \ldots, a_{im_i}\}$. At this point, the clauses $s[a_i] \rightarrow s[a_{ik}]$, with $1 \leq k \leq m_i$, are added to $H$.

Second, $T_N$ is saturated through the exhaustive application of the completion rules shown in Table 1, resulting in the extended TBox $T'_N$. Each of the rows in Table 1 constitute a completion rule. Their application is sound and complete for inferring subsumptions [4]. Whenever a rule $r$ can be applied (with antecedents $\text{ant}(r)$) leading to inferring an axiom $a_i$, the Horn clause $(\bigwedge_{a_j \in \text{ant}(r)} s[a_j]) \rightarrow s[a_i]$ is added to $H$.

As a result, $H$ will eventually encode all possible derivations of completion rules inferring any axiom such that $X \sqsubseteq T Y$, with $X,Y \in \mathbb{N}_C$.

### 3.2 Generation of Group Horn Formulae

After classifying $T$, some axioms $C \sqsubseteq D$ may be included in $T'$ for which a justification or diagnosis may be required. Each of these queries will result in a group Horn formula defined as: $H_G = \{ G_0 , G_1 , \ldots , G_{|T|} \}$, where $G_0 = H \cup \{(\neg s[C \sqsubseteq D])\}$ and for each axiom $a_i$ ($i > 0$) in the original TBox $T$, group $G_i = \{(s[a_i])\}$ is defined with a single unit clause. $H_G$ is unsatisfiable and, as shown in [1,2], its

<table>
<thead>
<tr>
<th>Preconditions</th>
<th>Inferred axiom</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A \sqsubseteq A_i$, $1 \leq i \leq n$</td>
<td>$A_1 \sqcup \ldots \sqcup A_n \sqsubseteq B$</td>
</tr>
<tr>
<td>$A \sqsubseteq A_1$</td>
<td>$A_1 \sqsubseteq \exists r . B$</td>
</tr>
<tr>
<td>$A \sqsubseteq \exists r . B$, $B \sqsubseteq B_1$</td>
<td>$\exists r . B_1 \sqsubseteq B_2$</td>
</tr>
<tr>
<td>$A_{i-1} \sqsubseteq \exists r_i . A_i$, $1 \leq i \leq n$</td>
<td>$r_1 \circ \ldots \circ r_n \sqsubseteq r$</td>
</tr>
</tbody>
</table>

Table 1. $\mathcal{EL}^+$ completion rules
Algorithm 1. eMUS [26] / MARCO [18]

Input: $\mathcal{F}$ a CNF formula
Output: Reports the set of MUSes (and MCSes) of $\mathcal{F}$

1. $(I, Q) \leftarrow \langle \{ p_i | c_i \in \mathcal{F} \}, \emptyset \rangle$  \hspace{1cm} // Variable $p_i$ picks clause $c_i$
2. while true do
3.  \hspace{1cm} $(st, P) \leftarrow$ MaximalModel$(Q)$
4.  \hspace{1cm} if not $st$ then return
5.  \hspace{2cm} $F' \leftarrow \{ c_i | p_i \in P \}$ \hspace{1cm} // Pick selected clauses
6.  \hspace{1cm} if not SAT$(F')$ then
7.  \hspace{2cm} $M \leftarrow$ ComputeMUS$(F')$
8.  \hspace{2cm} ReportMUS$(M)$
9.  \hspace{2cm} $b \leftarrow \{ \neg p_i | c_i \in M \}$ \hspace{1cm} // Negative clause blocking the MUS
10.  \hspace{1cm} else
11.  \hspace{2cm} ReportMCS($\mathcal{F} \setminus F'$)
12.  \hspace{2cm} $b \leftarrow \{ p_i | p_i \in I \setminus P \}$ \hspace{1cm} // Positive clause blocking the MCS
13.  \hspace{1cm} $Q \leftarrow Q \cup \{ b \}$

group-MUSes correspond to the MinAs for $C \sqsubseteq_\tau D$. Equivalently, due to the hitting set duality for MinAs/diagnoses, which also holds for MUSes/MCSes, group-MCSes of $\mathcal{H}_G$ correspond to diagnoses for $C \sqsubseteq_\tau D$.

BEACON simplifies $\mathcal{H}_G$ with the techniques introduced in [30,31], which often reduce the formulas to a great extent.

3.3 Computation of Group-MUSes/Group-MCSes

For enumerating group-MUSes and group-MCSes of the formula $\mathcal{H}_G$ defined above, BEACON integrates the state-of-the-art HgMUS enumerator [2]. HgMUS exploits hitting set dualization between (group) MCSes and (group) MUSes and, hence, it shares ideas also explored in MaxHS [11], EMUS/MARCO [17,26], among others. As shown in Algorithm 1, these methods rely on a two (SAT) solvers approach. Formula $Q$ is defined over a set of selector variables corresponding to clauses in $\mathcal{F}$, and it is used to enumerate subsets of $\mathcal{F}$. Iteratively, the algorithm computes a maximal model $P$ of $Q$ and tests whether the subformula $F' \subseteq F$ containing the clauses associated to $P$ is satisfiable. If it is, $F \setminus F'$ is an MCS of $\mathcal{F}$. Otherwise, $F'$ is reduced to an MUS. MCSes and MUSes are blocked adding clauses to $Q$.

HgMUS shares the main organization of Algorithm 1, with $\mathcal{F} = G_0$ and $Q$ defined over selector variables for groups $G_i$ of $\mathcal{H}_G$, with $i > 0$. It also includes some specific features. First, it uses the Horn satisfiability algorithm LTUR [24]. Besides, it integrates a dedicated insertion-based MUS extractor as well as an efficient algorithm for computing maximal models based on a reduction to computing MCSes [23].
3.4 BEACON’s Additional Specific Features

Besides computing MinAs/diagnoses, BEACON offers additional functionalities.

Diagnosing Multiple Subsumption Relations at a Time. After classifying $T$, there could be several *unintended* subsumption relations $C_i \sqsubseteq T D_i$ that need to be removed. BEACON allows for diagnosing this multiple unintended inferences at the same time. By adding the unit clauses ($\neg s_{C_i \sqsubseteq D_i}$) to $G_0$ in $H_G$, each computed group-MCS corresponds to a diagnosis that would eliminate *all* the indicated subsumption relations.

Computing Smallest MinAs. Alternatively to enumerating all the possible MinAs, one may want to compute only those of the minimum possible size. To enable this functionality, BEACON integrates a state-of-the-art solver for the smallest MUS problem (SMUS) called FORQES [14]. The decision version of the SMUS problem is known to be $\Sigma_2^p$-complete (e.g. see [13,16]). As HGMUS, FORQES is based on the hitting set dualization between (group) MUSes and (group) MCSes. The tool iteratively computes *minimum* hitting sets of a set of MCSes of a formula detected so far. While these minimum hitting sets are satisfiable, they are grown into an MSS, whose complement is an MCS which is added to the set of LCSes. The process terminates when an unsatisfiable minimum hitting set is identified, representing a smallest MUS of the formula.

4 Experimental Results

This section reports a summary of results that illustrates the performance of BEACON w.r.t. other $\mathcal{EL}^+$ axiom pinpointing tools in the literature. It also provides information on its capability of computing diagnoses and enumerating smallest MinAs.

The experiments were run on a Linux cluster (2 Ghz) with a limit of 3600 s and 4 Gbyte, considering 500 subsumption relations from five well-known $\mathcal{EL}^+$ bio-medical ontologies: GALEN [27] (FULL-GALEN and NOT-GALEN), Gene [3], NCI [32] and SNOMED-CT [34]. The experiments use Horn formulae encoded by $\mathcal{EL}^+$SAT [30,31] applying the reduction techniques that BEACON incorporates by default. These formulae are fed to BEACON’s engines, namely HGMUS and FORQES.

The results reported focus on HGMUS and FORQES. Due to lack of space, running times for classifying the ontologies and formula reduction are not reported. Classification is done in polynomial time once for each ontology, so it is amortized among all queries for the ontology. Formula reduction usually takes very short time. Detailed results are available with the distribution of BEACON, including an analysis on the size of the Horn formulae and the reductions achieved.

\footnote{Available at http://logos.ucd.ie/web/doku.php?id=beacon-tool.}
Axiom Pinpointing. BEACON shows significant improvements over the existing tools EL$^+$SAT [30,31], SATPin [21], EL2MCS [1], CEL [5] and JUST [20]. BEACON often achieves remarkable reductions in the running times, and exhibits a clear superiority in enumerating MinAs for 19 very hard instances that cannot be solved by a time limit of 3600 s. This is illustrated in Fig. 2. The cactus plot shows the number of MinAs reported over time. BEACON computes much more MinAs faster than other tools. The scatter plot compares BEACON with JUST regarding the running times on a subset of the instances JUST can cope with. BEACON shows a significant performance gap. Similar results have been observed for EL2MCS and CEL [2].

Computing Diagnoses. For all solved instances (481 out of 500), BEACON enumerates all diagnoses, where its number ranges from 2 to 565409. Interestingly, for the 19 aborted instances, the number of reported diagnoses ranges from 1011164 to 1972324. These numbers illustrate the efficiency of BEACON at computing diagnoses, and explain the difficulty of these aborted instances. Of the other tools, only EL2MCS reports diagnoses, which, for hard instances, computes around 33% fewer diagnoses.

Computing Smallest MinAs. The last experiments consider the 19 instances for which BEACON is unable to enumerate all MinAs. Notably, BEACON is very efficient at computing the smallest MinAs using FORQES. In all cases, each set of smallest MinAs is computed in negligible time (less than 0.1 s). The sizes of the smallest MinAs range from 5 to 13 axioms, and their number ranges from 1 to 7.

5 Conclusions

This paper describes BEACON, an axiom pinpointing tool for the $\mathcal{EL}$-family of DLs. BEACON integrates HgMUS [2], a group MUS enumerator for
propositional Horn formulae, with a dedicated front-end, interfacing a target ontology, and generating group Horn formulae for HgMUS. Besides enumerating MinAs (and associated diagnoses), BEACON enables the simultaneous diagnosis of multiple inferences, and the computation of the smallest MinA (or smallest MUS [14]). The experimental results indicate that the computation of the smallest MinA is very efficient in practice, in addition to the already known top performance of HgMUS.
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Abstract

Description Logics (DLs) are knowledge representation formalisms that have been developed to represent the terminological knowledge of an application domain through the notion of concepts. Among these, the lightweight description logics, such as the family of DLs (including EL) stand out due to the availability of polynomial-time reasoning algorithms and the fact that, although inexpressive, they suffice to represent knowledge in several important application domains, such as medical informatics. Building ontologies is an error-prone task, which often results in inconsistencies and unintended inferences. Understanding the causes of (unintended) inferences, and repairing them if necessary is a central task in ontology debugging, which in turn is necessary in the development of reliable ontology-based systems. Axiom pinpointing refers to the task of explaining the causes of an (unintended) subsumption relation to follow from an ontology. More concretely, it consists in computing irreducible subsets of the ontology, called minimal axiom sets (MinAs), which entail the given subsumption relation to be explained. Over the last years, there has been a large body of research in axiom pinpointing, most of the approaches built on specific DL techniques. Notably, recent work has shown that axiom pinpointing in the family of DLs can be addressed in the propositional domain. This earlier approach relies on encoding axiom pinpointing problems into a Horn formula, and applying propositional satisfiability (SAT) techniques for computing the MinAs. This paper builds on this earlier work and proposes very efficient SAT-based approaches for axiom pinpointing in the family of DLs. It first reduces the problem of enumerating MinAs to the problem of enumerating the group-MUSes (minimal unsatisfiable subsets) of a Horn formula. Then, it builds on recent work on MUS enumeration and proposes two algorithms based on explicit and implicit hitting set dualization between the group-MUSes and group-MCSes (minimal correction subsets) of the Horn formula. Experimental results on well-known benchmarks derived from medical ontologies show categorical improvements over existing approaches to axiom pinpointing in the family of DLs.
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1. Introduction

Description Logics (DLs) are a well-known family of logic-based knowledge representation formalisms (Baader, Calvanese, McGuinness, Nardi, & Patel-Schneider, 2003). DLs find a wide range of applications in computer science, including the semantic web and representation of ontologies, in particular for the life sciences. A number of reasoning tasks are associated with DLs. Among these, axiom pinpointing corresponds to the problem of computing one (or all) minimal set of axioms (called $MinA$), which explains a subsumption relation in an ontology (Schlobach & Cornet, 2003). Example applications of axiom pinpointing include context-based reasoning, error-tolerant reasoning (Ludwig & Peñaloza, 2014), and ontology debugging and revision (Schlobach, Huang, Cornet, & van Harmelen, 2007; Kalyanpur, Parsia, Sirin, & Grau, 2006), among many others. Axiom pinpointing for different description logics (DLs) has been studied extensively for more than a decade, with related work and techniques arising from the mid 90s (Baader & Hollunder, 1995; Schlobach & Cornet, 2003; Parsia, Sirin, & Kalyanpur, 2005; Meyer, Lee, Booth, & Pan, 2006; Baader, Lutz, & Suntisrivaraporn, 2006; Baader, Peñaloza, & Suntisrivaraporn, 2007; Kalyanpur, Parsia, Horridge, & Sirin, 2007; Sirin, Parsia, Grau, Kalyanpur, & Katz, 2007; Schlobach et al., 2007; Baader & Suntisrivaraporn, 2008; Sebastiani & Vescovi, 2009; Baader & Peñaloza, 2010; Moodley, Meyer, & Varzinczak, 2011; Nguyen, Alechina, & Logan, 2012; Ludwig, 2014; Sebastiani & Vescovi, 2015; Manthey & Peñaloza, 2015; Manthey, Peñaloza, & Rudolph, 2016).

The $\mathcal{EL}$ family of DLs contains lightweight languages that are well-known for having tractable reasoning problems. Despite being inexpressive, the DL $\mathcal{EL}^+$, has been successfully used for representing ontologies in the medical sciences, including the very large and extensively used SNOMED CT ontology (Spackman, Campbell, & Côté, 1997). Work on axiom pinpointing for the $\mathcal{EL}$ family of DLs can be traced back to 2007, when several methods were developed and implemented in the cel tool (Baader et al., 2006). An alternative approach based on the application of SAT solvers was later proposed (Sebastiani & Vescovi, 2009; Vescovi, 2011; Sebastiani & Vescovi, 2015). This seminal work proposed encoding the standard reasoning methods for $\mathcal{EL}^+$ through a propositional Horn formula and apply methods from SAT to trace the causes of a consequence. This approach was implemented in the EL$^+$SAT system (Sebastiani & Vescovi, 2009; Vescovi, 2011; Sebastiani & Vescovi, 2015), which was shown to consistently outperform cel in axiom-pinpointing tasks. In (Manthey & Peñaloza, 2015; Manthey et al., 2016), the same ideas were further improved through the inclusion of some optimization methods developed in the DL community, and others created ad-hoc to exploit the shape of the constructed Horn formula.

In this paper, we build on this earlier work and make several contributions towards efficient SAT-based axiom pinpointing in the $\mathcal{EL}$ family of Description Logics. First, an important relationship between axiom pinpointing and the enumeration of minimal unsatisfiable subsets (MUSEs), or more precisely group-MUSEs, of a propositional Horn formula is identified, which serves to capitalize on a large body of recent work on MUS enumeration in the SAT domain. Then, the paper proposes two algorithms for this task that exploit the well-known minimal hitting set duality relationship between MCSes (minimal correction subsets) and MUSEs of a propositional formula.
The first method, called EL2MCS (Arif, Mencía, & Marques-Silva, 2015a), exploits hitting set dualization explicitly. More precisely, it first computes the group-MCSes of the Horn formula and then obtains the group-MUSes by computing minimal hitting sets of the set of group-MCSes. The main contribution of this paper is the development of the second method: an efficient group-MUS enumerator for Horn formulae, referred to as HgMUS (Arif, Mencía, & Marques-Silva, 2015b), that does not need to pre-compute the MCSes beforehand. Exploiting the translation from (Sebastiani & Vescovi, 2009), this method finds immediate application in axiom pinpointing in $\mathcal{EL}^+$. In the process of developing HgMUS, the paper also identifies important performance bottlenecks of existing solutions, and in particular of the previous tool $\mathcal{EL}^+\text{SAT}$ (Sebastiani & Vescovi, 2009, 2015).

The new group-MUS enumerator for Horn formulae builds on the large body of recent work on problem solving with SAT oracles. This includes, among others, MUS extraction (Belov, Lynce, & Marques-Silva, 2012), MCS extraction and enumeration (Marques-Silva, Heras, Janota, Previti, & Belov, 2013a), and partial MUS enumeration (Previti & Marques-Silva, 2013; Liffiton & Malik, 2013; Liffiton, Previti, Malik, & Marques-Silva, 2016). HgMUS also exploits earlier work on solving Horn propositional formulae (Dowling & Gallier, 1984; Minoux, 1988), and develops novel algorithms for MUS extraction in propositional Horn formulae.

HgMUS was extensively tested over a large set of well-known problem instances that have been used to evaluate axiom-pinpointing methods for $\mathcal{EL}^+$ ontologies. The experimental results obtained demonstrate a conclusive improvement in the performance of the new tool over all other previously existing approaches. In most cases, this improvement could be measured by several orders of magnitude.

An outcome of this work is the new axiom pinpointing tool BEACON (Arif, Mencia, Ignatiev, Manthey, Penaloza, & Marques-Silva, 2016), that integrates a translator from $\mathcal{EL}^+$ to Horn formulae, a group-MUS enumerator for Horn formulae HgMUS, but also FORQES (Ignatiev, Previti, Liffiton, & Marques-Silva, 2015) for computing smallest MUSes and by extension also smallest MinAs.

The rest of this paper is organized as follows. Section 2 introduces the notation and definitions used throughout the paper. Section 3 overviews past work on applying SAT for axiom pinpointing. Afterwards, Section 4 proposes a number of algorithmic improvements for SAT-based axiom pinpointing. These improvements are motivated by the analysis of $\mathcal{EL}^+\text{SAT}$. Experimental results on well-known problem instances from axiom pinpointing for the $\mathcal{EL}$ family of DLs are analyzed in Section 5, before providing conclusions and an outlook on future work in Section 6.
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2. Preliminaries

This section introduces some basic concepts and notation regarding the lightweight description logic $\mathcal{EL}^+$ and propositional satisfiability (SAT), with special emphasis on the notions used throughout the paper.

2.1 The Lightweight Description Logic $\mathcal{EL}^+$

$\mathcal{EL}^+$ (Baader, Brandt, & Lutz, 2005) is a lightweight DL that has been successfully used to build large ontologies, most notably from the bio-medical domains. As with all DLs, the main elements in $\mathcal{EL}^+$ are concepts that describe classes of individuals from the knowledge domain. Formally, $\mathcal{EL}^+$ concepts are built from two disjoint sets $\mathbb{N}_C$ and $\mathbb{N}_R$ of concept names and role names through the grammar rule

$$C ::= A | \top | C \cap C | \exists r.C,$$

where $A \in \mathbb{N}_C$ and $r \in \mathbb{N}_R$. The concept $\top$ is referred to as the top concept.

The knowledge of the domain is stored in a TBox (or ontology), which is a finite set of general concept inclusions (GCIs) $C \sqsubseteq D$, where $C$ and $D$ are $\mathcal{EL}^+$ concepts, and role inclusions (RIs) $r_1 \circ \cdots \circ r_n \sqsubseteq s$, where $n \geq 1$ and $r_i, s \in \mathbb{N}_R$. We will often use the term axiom to refer to both GCIs and RIs.

The semantics of this logic is based on interpretations, which are pairs of the form $\mathcal{I} = (\Delta^I, \mathcal{I})$ where $\Delta^I$ is a non-empty set called the domain and $\mathcal{I}$ is the interpretation function that maps every concept name $A \in \mathbb{N}_C$ to a set $A^I \subseteq \Delta^I$ and every role name $r \in \mathbb{N}_R$ to a binary relation $r^I \subseteq \Delta^I \times \Delta^I$. The interpretation function is extended to arbitrary $\mathcal{EL}^+$ concepts inductively, defining $\top^I := \Delta^I$, $(C \cap D)^I := C^I \cap D^I$, and $(\exists r.C)^I := \{\delta \in \Delta^I | \exists \gamma \in \Delta^I. (\delta, \gamma) \in r^I, \gamma \in C^I\}$. The interpretation $\mathcal{I}$ satisfies the GCI $C \sqsubseteq D$ iff $C^I \subseteq D^I$; it satisfies the RI $r_1 \circ \cdots \circ r_n \sqsubseteq s$ iff $r_1^I \circ \cdots \circ r_n^I \subseteq s^I$, where $\circ$ denotes the usual composition of binary relations. We say that $\mathcal{I}$ is a model of the TBox $\mathcal{T}$ iff $\mathcal{I}$ satisfies all the GCIs and RIs in $\mathcal{T}$.

Since every $\mathcal{EL}^+$ TBox is consistent, the main reasoning problem of interest in this logic is to decide subsumption between concepts. We say that a concept $C$ is subsumed by $D$ w.r.t. the TBox $\mathcal{T}$ (denoted by $C \sqsubseteq_\mathcal{T} D$) if for every model $\mathcal{I}$ of $\mathcal{T}$ it holds that $C^I \subseteq D^I$. It is well known that subsumption can be restricted w.l.o.g. to subsumption between concept names. Hence, for the nonce we will focus on this case only. A generalization of this problem is classification, which refers to the task of deciding all the subsumption relations between concept names appearing in the TBox $\mathcal{T}$. In the case of $\mathcal{EL}^+$, both concept subsumption and classification can be solved in polynomial time (Baader et al., 2005).

Example 1. Consider the TBox $\mathcal{T}_{\text{exa}} = \{A \sqsubseteq \exists r.A, A \sqsubseteq Y, \exists r.Y \sqsubseteq B, Y \sqsubseteq B, B \sqsubseteq C\}$. Through the transitivity of the subset relation $\sqsubseteq$, it is easy to see that $A \sqsubseteq_{\mathcal{T}_{\text{exa}}} B$ holds. Moreover, classification of $\mathcal{T}_{\text{exa}}$ yields the subsumption relations

$$\{A \sqsubseteq Y, \ Y \sqsubseteq B, \ B \sqsubseteq C, \ A \sqsubseteq B, \ A \sqsubseteq C, \ Y \sqsubseteq C\}.$$

1. For the scope of this paper, we do not consider individual names or assertional axioms (ABoxes), which are sometimes included in the definition of an ontology (Baader et al., 2003).
Rather than merely deciding whether a subsumption relation follows from a TBox, we are interested in understanding the causes of this consequence, and repairing it if necessary.

**Definition 1** (MinA, diagnosis, repair). A minimal axiom set (MinA) for $C \sqsubseteq D$ w.r.t. the TBox $\mathcal{T}$ is a minimal subset (w.r.t. set inclusion) $\mathcal{M} \subseteq \mathcal{T}$ such that $C \sqsubseteq_{\mathcal{M}} D$. A diagnosis for $C \sqsubseteq D$ w.r.t. $\mathcal{T}$ is a minimal subset (w.r.t. set inclusion) $\mathcal{D} \subseteq \mathcal{T}$ such that $C \not\sqsubseteq_{\mathcal{T}\setminus\mathcal{D}} D$. A repair for $C \sqsubseteq D$ w.r.t. $\mathcal{T}$ is a maximal subset (w.r.t. set inclusion) $\mathcal{R} \subseteq \mathcal{T}$ such that $C \not\sqsubseteq_{\mathcal{R}} D$.

Informally, given a subsumption relation that follows from a TBox $\mathcal{T}$, a MinA is an irreducible subset of $\mathcal{T}$ still entailing the subsumption relation, i.e. MinAs constitute explanations or justifications for the derivation of the subsumption. A diagnosis is an irreducible set of axioms of $\mathcal{T}$ such that, if removed from $\mathcal{T}$, the resulting TBox no longer entails the subsumption relation, and a repair is a maximal subset of $\mathcal{T}$ from which the subsumption relation does not follow. In other words, diagnoses and repairs represent possible ways of removing a consequence from a TBox $\mathcal{T}$ such that only the strictly necessary axioms are dropped from $\mathcal{T}$.

Note that given a diagnosis $\mathcal{D} \subseteq \mathcal{T}$ for a given subsumption relation w.r.t. $\mathcal{T}$, its complement (i.e. $\mathcal{T}\setminus\mathcal{D}$) constitutes a repair, and vice versa. Besides, it is well known that the set of all MinAs can be obtained from the set of all diagnoses, and vice versa, through minimal hitting set computation (Reiter, 1987; Schlobach & Cornet, 2003). In the worst case, there can be an exponential number of MinAs and diagnoses for a given subsumption relation w.r.t. a TBox (Baader et al., 2007; Peñaloza, 2009).

**Example 2.** Consider again the TBox $\mathcal{T}_{\text{exa}}$ from Example 1. There are two MinAs for $A \sqsubseteq B$, namely $\mathcal{M}_1 = \{A \sqsubseteq Y, Y \sqsubseteq B\}$, and $\mathcal{M}_2 = \{A \sqsubseteq \exists r.A, A \sqsubseteq Y, \exists r.Y \sqsubseteq B\}$. The diagnoses for this subsumption are $\mathcal{D}_1 = \{A \sqsubseteq Y\}$, $\mathcal{D}_2 = \{A \sqsubseteq \exists r.A, Y \sqsubseteq B\}$, and $\mathcal{D}_3 = \{\exists r.Y \sqsubseteq B, Y \sqsubseteq B\}$, which correspond to the hitting sets of $\{\mathcal{M}_1, \mathcal{M}_2\}$. Finally, the repairs for $A \sqsubseteq B$ are the complements of the diagnoses w.r.t. $\mathcal{T}_{\text{exa}}$; more precisely $\mathcal{R}_1 = \{A \sqsubseteq \exists r.A, A \sqsubseteq Y, Y \sqsubseteq B, B \sqsubseteq C\}$, $\mathcal{R}_2 = \{A \sqsubseteq Y, \exists r.Y \sqsubseteq B, B \sqsubseteq C\}$, and $\mathcal{R}_3 = \{A \sqsubseteq \exists r.A, A \sqsubseteq Y, B \sqsubseteq C\}$.

The central problem studied in this paper is referred to as axiom pinpointing, which is the task of enumerating MinAs for a given subsumption relation w.r.t. a TBox.

### 2.2 Propositional Satisfiability

We assume that the reader is familiar with the standard definitions and notation of propositional logic (Biere, Heule, van Maaren, & Walsh, 2009). In this paper we focus on Boolean formulae in conjunctive normal form (CNF). A CNF formula $\mathcal{F}$ is defined over a set of Boolean variables $V(\mathcal{F}) = \{x_1, ..., x_n\}$ as a conjunction of clauses ($c_1 \land ... \land c_m$). A clause $c$ is a disjunction of literals ($\ell_1 \lor ... \lor \ell_k$) and a literal $\ell$ is either a variable $x$ or its negation $\neg x$. We refer to the set of literals appearing in $\mathcal{F}$ as $L(\mathcal{F})$. Formulae can also be represented as sets of clauses, and clauses as sets of literals. With this representation, $|\mathcal{F}|$ refers to the number of clauses of $\mathcal{F}$ and $||\mathcal{F}||$ is the number of literals in $\mathcal{F}$.

A truth assignment, or interpretation, is a mapping $\mu : V(\mathcal{F}) \rightarrow \{0, 1\}$. If all the variables in $V(\mathcal{F})$ are assigned a truth value, $\mu$ is referred to as a complete assignment.
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Interpretations can also be seen as conjunctions or sets of literals. Truth valuations are lifted to clauses and formulae as follows: \( \mu \) satisfies a clause \( c \) if it contains at least one of its literals. Given a formula \( \mathcal{F} \), \( \mu \) satisfies \( \mathcal{F} \) (written \( \mu \models \mathcal{F} \)) if it satisfies all its clauses, being \( \mu \) referred to as a model of \( \mathcal{F} \).

Given two formulae \( \mathcal{F} \) and \( \mathcal{G} \), \( \mathcal{F} \) entails \( \mathcal{G} \) (written \( \mathcal{F} \models \mathcal{G} \)) iff all the models of \( \mathcal{F} \) are also models of \( \mathcal{G} \). \( \mathcal{F} \) and \( \mathcal{G} \) are equivalent (written \( \mathcal{F} \equiv \mathcal{G} \)) iff \( \mathcal{F} \models \mathcal{G} \) and \( \mathcal{G} \models \mathcal{F} \). A formula \( \mathcal{F} \) is satisfiable (\( \mathcal{F} \not\models \bot \)) if there exists a model for it. Otherwise it is unsatisfiable (\( \mathcal{F} \models \bot \)). SAT is the decision problem of determining the satisfiability of a propositional formula. This problem is in general NP-complete (Cook, 1971).

Some applications require computing certain types of models. In this paper, we will make use of maximal models, i.e. models such that a set-wise maximal subset of the variables are assigned value 1.

**Definition 2** (MxM). Let \( \mathcal{F} \) be a satisfiable propositional formula, \( \mu \models \mathcal{F} \) a model of \( \mathcal{F} \) and \( P \subseteq V(\mathcal{F}) \) the set of variables appearing in \( \mu \) with positive polarity. \( \mu \) is a maximal model (MxM) of \( \mathcal{F} \) iff \( \mathcal{F} \cup P \not\models \bot \) and for all \( v \in V(\mathcal{F}) \setminus P \), \( \mathcal{F} \cup P \cup \{v\} \not\models \bot \).

In the following we will often express a maximal model simply by providing the set \( P \) of the positive literals it contains.

**Example 3.** Consider the satisfiable formula \( \mathcal{F} = \{ (x_1 \lor x_2 \lor x_3), (\neg x_1 \lor \neg x_2), (\neg x_1 \lor \neg x_3) \} \). There are two maximal models of \( \mathcal{F} \): \( P_1 = \{x_1\} \) and \( P_2 = \{x_2, x_3\} \).

Horn formulae constitute an important subclass of propositional logic. These are composed of Horn clauses, which have at most one positive literal. A Horn clause is said to be a definite clause if it has one positive, and it is a goal clause otherwise. Satisfiability of Horn formulae is known to be decidable in linear time (Dowling & Gallier, 1984; Itai & Makowsky, 1987; Minoux, 1988).

Given an unsatisfiable formula \( \mathcal{F} \), the following subsets represent different notions regarding (set-wise) minimal unsatisfiability and maximal satisfiability (Liffiton & Sakallah, 2008; Marques-Silva et al., 2013a):

**Definition 3** (MUS, MCS, MSS). \( \mathcal{M} \subseteq \mathcal{F} \) is a Minimally Unsatisfiable Subset (MUS) of \( \mathcal{F} \) iff \( \mathcal{M} \) is unsatisfiable and for all \( \mathcal{M}' \subseteq \mathcal{M} \), \( \mathcal{M}' \) is satisfiable. \( \mathcal{C} \subseteq \mathcal{F} \) is a Minimal Correction Subset (MCS) iff \( \mathcal{F} \setminus \mathcal{C} \) is satisfiable and for all \( \mathcal{C}' \subseteq \mathcal{C} \), \( \mathcal{F} \setminus \mathcal{C}' \) is unsatisfiable. \( \mathcal{S} \subseteq \mathcal{F} \) is a Maximal Satisfiable Subset (MSS) iff \( \mathcal{S} \) is satisfiable and for all \( \mathcal{S}' \) s.t. \( \mathcal{S} \subseteq \mathcal{S}' \subseteq \mathcal{F} \), \( \mathcal{S}' \) is unsatisfiable.

In other words, an MUS is an irreducible unsatisfiable subset of \( \mathcal{F} \) and, as such, it provides an explanation for the unsatisfiability of \( \mathcal{F} \). An MCS is an irreducible set of clauses which, if removed from \( \mathcal{F} \), would render the formula satisfiable. An MSS is satisfiable subset of the clauses of \( \mathcal{F} \) such that if it was added any other clause from \( \mathcal{F} \) it would become unsatisfiable. Thus, MCSes and MSSes represent ways of restoring the satisfiability of \( \mathcal{F} \) so that only the strictly necessary clauses are dropped from it.

Given an MCS \( \mathcal{C} \subseteq \mathcal{F} \), its complement (i.e. \( \mathcal{F} \setminus \mathcal{C} \)) represents an MSS (and vice versa). MUSes and MCSes are closely related by the well-known hitting set duality (Reiter, 1987; Bailey & Stuckey, 2005; Birnbaum & Lozinskii, 2003; Slaney, 2014): Every MCS (MUS)
is an irreducible hitting set of all MUSes (MCSes) of $F$. In the worst case, there can be an exponential number of MUSes and MCSes (Liffiton & Sakallah, 2008; O’Sullivan, Papadopoulos, Faltings, & Pu, 2007).

**Example 4.** Consider the formula $F = \{(x_1), (\neg x_1 \lor \neg x_2), (x_2), (x_3), (\neg x_2 \lor \neg x_3)\}$, which is unsatisfiable. Then,

- its MUSes are $M_1 = \{(x_1), (\neg x_1 \lor \neg x_2), (x_2)\}$, and $M_2 = \{(x_2), (x_3), (\neg x_2 \lor \neg x_3)\}$;
- $F$ has the five MCSes $C_1 = \{(x_2)\}, C_2 = \{(x_1), (x_3)\}, C_3 = \{(x_1), (\neg x_2 \lor \neg x_3)\}$, $C_4 = \{(\neg x_1 \lor \neg x_2), (x_3)\}$, and $C_5 = \{(\neg x_1 \lor \neg x_2), (\neg x_2 \lor \neg x_3)\}$; and
- $F$ has five MSSes $S_1 = \{(x_1), (\neg x_1 \lor \neg x_2), (x_3), (\neg x_2 \lor \neg x_3)\}$, $S_2 = \{(\neg x_1 \lor \neg x_2), (x_2), (\neg x_2 \lor \neg x_3)\}$, $S_3 = \{(\neg x_1 \lor \neg x_2), (x_2), (x_3)\}$, $S_4 = \{(x_1), (x_2), (\neg x_2 \lor \neg x_3)\}$, and $S_5 = \{(x_1), (x_2), (x_3)\}$.

MCSes are closely related to the MaxSAT problem, which consists in finding an assignment satisfying as many clauses as possible. The smallest MCS (largest MSS) represents an optimal solution to MaxSAT. This setting is often generalized by allowing formulae to be partitioned into sets of hard and soft clauses, i.e., $F = \{F_H, F_S\}$. Hard clauses must be satisfied, while soft clauses can be relaxed if necessary. In this case, MCSes are required to be subsets of $F_S$. Motivated by several applications, MUSes and related concepts have been extended to CNF formulae where clauses are partitioned into several disjoint sets called groups (Liffiton & Sakallah, 2008).

**Definition 4** (Group-Oriented MUS). Given an explicitly partitioned unsatisfiable CNF formula $F = G_0 \cup ... \cup G_k$, a group-oriented MUS (or group-MUS) of $F$ is a set of groups $G_M \subseteq \{G_1, ..., G_k\}$, such that $\{G_0\} \cup G_M$ is unsatisfiable, and for all $G'_M \subseteq G_M$, $\{G_0\} \cup G'_M$ is satisfiable.

Note the special role $G_0$ (group-0); this group consists of background clauses that are included in every group-MUS. Because of $G_0$, a group-MUS, as opposed to a MUS, can be empty. Nevertheless, in this paper we assume that $G_0$ is satisfiable. Equivalently, the related concepts of group-MCS and group-MSS can be defined in the same way.

**Definition 5** (Group-Oriented MCS, MSS). Given an explicitly partitioned unsatisfiable CNF formula $F = G_0 \cup ... \cup G_k$, a group-oriented MCS (or group-MCS) of $F$ is a set of groups $G_C \subseteq \{G_1, ..., G_k\}$, such that $F \setminus G_C$ is satisfiable, and for all $G'_C \subseteq G_C$, $F \setminus G'_C$ is unsatisfiable. A group-oriented MSS (or group-MSS) of $F$ is a set of groups $G_S \subseteq \{G_1, ..., G_k\}$, such that $\{G_0\} \cup G_S$ is satisfiable, and for every $G'_S$ such that $G_S \subseteq G'_S \subseteq \{G_1, ..., G_k\}$, $\{G_0\} \cup G'_S$ is unsatisfiable.

**Example 5.** Consider the unsatisfiable group formula $F = G_0 \cup G_1 \cup G_2 \cup G_3$, with the groups $G_0 = \{(\neg x_1 \lor \neg x_2), (\neg x_2 \lor \neg x_3)\}$, $G_1 = \{(x_1)\}$, $G_2 = \{(x_2)\}$, and $G_3 = \{(x_3)\}$.

- The group-MUSes of $F$ are $G_{M_1} = \{G_1, G_2\}$, and $G_{M_2} = \{G_2, G_3\}$.
- The group-MCSes of $F$ are $G_{C_1} = \{G_2\}$, and $G_{C_2} = \{G_1, G_3\}$.
- The group-MSSes of $F$ are $G_{S_1} = \{G_1, G_2\}$, and $G_{S_2} = \{G_2\}$.

In the case of MaxSAT, the use of groups is investigated in detail in (Heras, Morgado, & Marques-Silva, 2015).
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Table 1: $\mathcal{EL}^+$ Completion Rules

<table>
<thead>
<tr>
<th>Rules</th>
<th>Preconditions</th>
<th>Inferred axiom</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>$A \sqsubseteq A_i, 1 \leq i \leq n$</td>
<td>$A_1 \sqcap \ldots \sqcap A_n \sqsubseteq B$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$A \sqsubseteq A_1$</td>
<td>$A_1 \sqsubseteq \exists^r B$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>$A \sqsubseteq \exists^r B, B \sqsubseteq B_1$</td>
<td>$\exists^r B_1 \sqsubseteq B_2$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>$A_{i-1} \sqsubseteq \exists^r_i A_i, 1 \leq i \leq n$</td>
<td>$r_1 \circ \ldots \circ r_n \sqsubseteq s$ (n ≥ 1),</td>
</tr>
</tbody>
</table>

3. SAT-Based Axiom Pinpointing

To our best knowledge, EL$^+$SAT (Sebastiani & Vescovi, 2009; Vescovi, 2011; Sebastiani & Vescovi, 2015) was the first SAT-based approach to axiom pinpointing in $\mathcal{EL}^+$ ontologies proposed in the literature. This section overviews the main ideas EL$^+$SAT is based on. Some of these ideas will be used in the remaining sections of the paper.

EL$^+$SAT consists of two phases. First, a given $\mathcal{EL}^+$ Tbox $\mathcal{T}$ is classified, i.e. all the subsumption relations between concept names in $\mathcal{T}$ are inferred, and this reasoning process is encoded into a (satisfiable) Horn formula. Each of the variables of this Horn formula corresponds to either an original axiom in $\mathcal{T}$ or a consequence derived during the classification of $\mathcal{T}$. Then, in a second step, given a subsumption relation to be explained, the Horn formula is extended and analyzed through SAT and SMT-based techniques in order to compute the MinAs of the subsumption relation w.r.t. $\mathcal{T}$.

3.1 Generation of Horn Formulae

Recall classification refers to the task of inferring all the subsumption relations that follow from a TBox $\mathcal{T}$. In the case of the $\mathcal{EL}$ family of DLs, classification can be done in polynomial time by first normalizing $\mathcal{T}$, and then exhaustively applying the completion rules shown in Table 1 (Baader et al., 2005, 2007). The main idea behind EL$^+$SAT is to encode the classification process of $\mathcal{T}$ into a Horn formula. Then, given a subsumption relation inferred in the classification of $\mathcal{T}$, this Horn formula will serve to represent the corresponding axiom pinpointing problem in the SAT domain.

3.1.1 Classification and Horn Encoding

The encoding is obtained in the following way:

1. As an initial step, each axiom $a_i \in \mathcal{T}$ is assigned a unique selector variable $s_{[a_i]}$. For trivial GCIs of the form $C \sqsubseteq C$ or $C \sqsubseteq \top$, $s_{[a]}$ is the constant true. The Horn formula $\phi^\text{all}_{\mathcal{T}(po)}$ is initialized to the empty formula.

2. Then, $\mathcal{T}$ is normalized so that its axioms are in any of the forms

$$(A_1 \sqcap \ldots \sqcap A_k) \sqsubseteq B \ (k \geq 1),$$

$$A \sqsubseteq \exists^r B,$$

$$\exists^r A \sqsubseteq B,$$

or

$$r_1 \circ \ldots \circ r_n \sqsubseteq s \ (n \geq 1),$$

where $A, A_i, B \in \mathbb{N}_C$ and $r, r_i, s \in \mathbb{N}_R$.
This process can be performed in linear time and it results in a TBox $\mathcal{T}_N$ where each axiom $a_i \in \mathcal{T}$ is substituted by a set of axioms in normal form $\{a_{i1}, \ldots, a_{im}\}$.

At this point, the Horn clauses $s_{[a_1]} \rightarrow s_{[a_k]}$, with $1 \leq k \leq m_i$, are added to $\phi_{T(\text{po})}^{\text{all}}$.

3. After normalizing the ontology, $\mathcal{T}_N$ is saturated through the exhaustive application of the completion rules shown in Table 1, resulting in the extended TBox class($\mathcal{T}$). Each of the rows in Table 1 constitutes a completion rule. Their application is sound and complete for inferring subsumption relations (Baader et al., 2005). Whenever a rule $r$ can be applied (with antecedents ant($r$)) leading to inferring an axiom $a_i$, the Horn clause

$$\left( \bigwedge_{a_j \in \text{ant}(r)} s_{[a_j]} \right) \rightarrow s_{[a_i]}$$

is added to $\phi_{T(\text{po})}^{\text{all}}$.

As a result, $\phi_{T(\text{po})}^{\text{all}}$ will eventually encode all possible derivations of completion rules inferring any axiom such that $X \sqsubseteq_T Y$, with $X, Y \in \mathbb{N}_C$.

**Example 6.** Consider again the ontology $\mathcal{T}_{\text{exa}}$ from Example 1, which is already in normal form. On the left, the example shows the consequences derived by the classification of $\mathcal{T}_{\text{exa}}$. On the right, the example shows the Horn encoding of the classification of $\mathcal{T}_{\text{exa}}$, indicating the completion rule that was applied in each case.

$$\text{class}(\mathcal{T}_{\text{exa}}) = \{a_1: A \sqsubseteq \exists r.A, \ a_2: A \sqsubseteq Y, \ a_3: \exists r.Y \sqsubseteq B, \ a_4: Y \sqsubseteq B, \ a_5: B \sqsubseteq C, \ a_6: A \sqsubseteq B, \ a_7: Y \sqsubseteq C, \ a_8: A \sqsubseteq C\}$$

$$\phi_{T(\text{po})}^{\text{all}} = \{s_{[a_1]} \land s_{[a_2]} \land s_{[a_3]} \rightarrow s_{[a_6]}\}, \ (R_3)$$

$$\phi_{T(\text{po})}^{\text{all}} = \{s_{[a_2]} \land s_{[a_4]} \rightarrow s_{[a_6]}\}, \ (R_1)$$

$$\phi_{T(\text{po})}^{\text{all}} = \{s_{[a_4]} \land s_{[a_5]} \rightarrow s_{[a_7]}\}, \ (R_1)$$

$$\phi_{T(\text{po})}^{\text{all}} = \{s_{[a_5]} \land s_{[a_6]} \rightarrow s_{[a_8]}\}, \ (R_1)$$

$$\phi_{T(\text{po})}^{\text{all}} = \{s_{[a_2]} \land s_{[a_7]} \rightarrow s_{[a_8]}\} \ (R_1)$$

The Horn encoding of the classification of $\mathcal{T}$ only needs to be done once. Using this formula, one can then find all the MinAs for any subsumption relation that can be derived from $\mathcal{T}$. Thus, the cost of constructing $\phi_{T(\text{po})}^{\text{all}}$ can be amortized if several consequences of the TBox are explained and corrected.

### 3.1.2 Axiom Pinpointing Instances

For computing MinAs of a given subsumption relation $C \sqsubseteq_T D$, EL$^+$SAT builds on the following fundamental result.

**Theorem 1** (Theorem 3 in (Sebastiani & Vescovi, 2015)). Given an EL$^+$ TBox $\mathcal{T}$, for every $S \subseteq \mathcal{T}$ and for every pair of concept names $C, D \in \mathbb{N}_C$, $C \sqsubseteq_S D$ if and only if the Horn propositional formula $\phi_{T(\text{po})}^{\text{all}} \land (\neg s_{[C \sqsubseteq D]}) \land \bigwedge_{a_i \in S}(s_{[a_i]})$ is unsatisfiable.
This theorem states that, given the Horn encoding of the classification of $T \phi_{T_{(po)}}^{all}$, the set of Boolean variables $\{s_{[ax_i]} | ax_i \in T\}$ representing the original axioms of $T$, and the Boolean variable $s_{[C \subseteq D]}$ associated with the subsumption relation to be explained, the MinAs of $T$ w.r.t. $C \subseteq D$ correspond to subsets of $\{s_{[ax_i]} | ax_i \in T\}$ whose activation (setting these variables to 1) makes $\phi_{T_{(po)}}^{all} \land (\neg s_{[C \subseteq D]})$ unsatisfiable. More concretely, from the enumeration mechanism of EL$^+$SAT, MinAs will correspond exactly to minimal subsets of $\{s_{[ax_i]} | ax_i \in T\}$. Noticeably, (Sebastiani & Vescovi, 2015) introduces effective techniques for simplifying the formulas that encode concrete MinA computation instances, such as the Cone-Of-Influence (C.O.I) modularization technique or the so-called x2 optimization. These techniques allow for reducing to a great extent the size of the Horn formula and the number of assumption variables in the original ontology that take place in the enumeration step, and they play a very important role in the efficiency of EL$^+$SAT. This techniques can also be implemented in polynomial time. For further information we refer the reader to (Vescovi, 2011; Sebastiani & Vescovi, 2015).

### 3.2 EL$^+$SAT Computation of MinAs

As mentioned earlier, the second component of EL$^+$SAT computes the MinAs of the subsumption relation by analyzing the causes of unsatisfiability of an extended formula. The focus on this section is to analyze the MinA enumerator used in EL$^+$SAT, highlighting a number of issues in its design. Figure 1 provides a high-level perspective of the MinA enumerator EL$^+$SAT, which is based on an AllSAT/AllSMT approach (Lahiri, Nieuwenhuis, & Oliveras, 2006).

In this approach, branching is executed in such a manner that variables are always assigned value 1. This guarantees that maximal models are computed. The downside is that the branching heuristic of the SAT solver is affected. The AllSAT approach searches for an assignment that satisfies the Horn formula without taking into account the unit negative clause associated with the target subsumption relation. Every time a solution to the Horn formula is found, EL$^+$SAT enters a dedicated mode, where CDCL-based unit propagation is used to identify a conflict and, if a conflict is found, a MinA is computed and reported. The computation of a MinA uses a standard deletion-based algorithm (Belov et al., 2012). Blocking is based on the branching variables, and so it is solely composed of negative literals, i.e. it is also a Horn formula. This is true independently of having computed a MinA or not. The process is then repeated while solutions to the Horn formula exist.

The description above summarizes the key steps of the MinA enumerator used in EL$^+$SAT, but also highlights some of the performance issues that can exist with EL$^+$SAT. First, forcing branching to always assign variables to 1 affects the branching heuristic of the SAT solver. This can have an important impact on the performance of the tool. Second, unit propagation in a CDCL-based SAT solver is quadratic in the worst-case (Gent, 2013), while Horn formula satisfiability is decidable in linear time. The theoretical solution is to use different implementation of how the watched pointers are handled, but this is seldom used in practice. Third, as shown in Section 4 for the concrete setting of Horn formulae, there are more efficient solutions than using deletion-based algorithms for computing MinAs. Finally, and most importantly, the fact that non-MinAs are blocked in the same way
as MinAs, can result in an exponentially larger number of iterations when compared with distinguished blocking for MinAs and non-MinAs (Arif et al., 2015b).

4. Towards Efficient SAT-Based Axiom Pinpointing

This section builds on the ideas introduced by EL⁺SAT and develops them further. First, it shows that axiom pinpointing in $\mathcal{EL}^+$ ontologies can be reduced to the problem of enumerating (group) MUSes of a Horn formula. Then, it describes two approaches for this problem, which are based on explicit and implicit hitting set dualization between the (group) MUSes and (group) MCSes of unsatisfiable formulae, giving rise to the state-of-the-art algorithms EL2MCS (Arif et al., 2015a) and HgMUS (Arif et al., 2015b) respectively.

4.1 Axiom Pinpointing as Group-MUS Enumeration

Although not explicitly stated, the relationship between axiom pinpointing and MUS extraction has been apparent in earlier work (Baader et al., 2007; Sebastiani & Vescovi, 2009, 2015). Building on Theorem 1, the computation of the MinAs for a subsumption relation
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Given an EL$^+$ TBox $T$, a set $M \subseteq T$, and $C,D \in \mathbb{N}_C$, $M$ is a MinA for $C \sqsubseteq_T D$ if and only if the set $G_M = \bigcup_{i|a_i \in M} G_i$ is a group-MUS of $H[C \sqsubseteq_T D]$.

**Proof.** (If) By definition, since $G_M$ is a group-MUS of $H[C \sqsubseteq_T D]$, it holds that the formula $\phi_T^{\text{all}}(\overline{a}) \land \bigwedge_{a_i \in M}(s_{[a_i]}) \land (\neg s_{[C \sqsubseteq_D]})$ is unsatisfiable, and for all $M' \subsetneq M$ the formula $\phi_T^{\text{all}}(\overline{a}) \land \bigwedge_{a_i \in M}(s_{[a_i]}) \land (\neg s_{[C \sqsubseteq_D]})$ is satisfiable. By Theorem 1, it follows that $C \sqsubseteq_M D$ and for all $M' \subsetneq M, C \not\sqsubseteq_M' D$. Thus, $M$ is a MinA for $C \sqsubseteq_T D$.

(Only if) Since $M$ is a MinA for $C \sqsubseteq_T D$, we have that $C \sqsubseteq_M D$ and for all $M' \subsetneq M$, $C \not\sqsubseteq_M' D$. By Theorem 1, the formula $\phi_T^{\text{all}}(\overline{a}) \land \bigwedge_{a_i \in M}(s_{[a_i]}) \land (\neg s_{[C \sqsubseteq_D]})$ is unsatisfiable (and hence also is $G_0 \cup G_M$ in $H[C \sqsubseteq_T D]$) and for all $M' \subsetneq M$, the formula $\phi_T^{\text{all}}(\overline{a}) \land \bigwedge_{a_i \in M}(s_{[a_i]}) \land (\neg s_{[C \sqsubseteq_D]})$ is satisfiable (and so is $G_0 \cup G_M'$ in $H[C \sqsubseteq_T D]$). Thus, $G_M$ is a group-MUS of $H[C \sqsubseteq_T D]$. \qed

The minimal hitting set duality relationship between MinAs and diagnoses for a given subsumption relation w.r.t. a TBox, which as seen holds also between group-MUSes and group-MCSes of unsatisfiable group formulae, allows us to map diagnoses to group-MCSes. At the same time, each repair is the complement of a diagnosis, and each group-MSS is the complement of a group-MCS, repairs can be related with group-MSSes.

**Corollary 1.** Let $T$ be an EL$^+$ TBox, and $C,D$ be two concept names. Then:

- $D \subseteq T$ is a diagnosis for $C \sqsubseteq_T D$ if and only if $G_D = \bigcup_{i|a_i \in D} G_i$ is a group-MCS of $H[C \sqsubseteq_T D]$, and
- $R \subseteq T$ is a repair for $C \sqsubseteq_T D$ if and only if $G_R = \bigcup_{i|a_i \in R} G_i$ is a group-MSS of $H[C \sqsubseteq_T D]$.

The following example illustrates these results.

**Example 7.** Let us consider the EL$^+$ ontology $T_{\text{exa}}$ from Example 1. The classification of $T_{\text{exa}}$ and the definition of $\phi_T^{\text{all}}(\overline{a})$ are shown in Example 6. As we can observe, the axiom $a_0 : A \sqsubseteq B$ belongs to the classification of $T_{\text{exa}}$. For this subsumption relation, we define $H[A \sqsubseteq_{T_{\text{exa}}}B] = \{G_0, G_1, ..., G_5\}$, where $G_0 = \phi_T^{\text{all}}(\overline{a}) \cup \{\neg s_{[a_0]}\}$, and for $i = 1, ..., 5$, $G_i = \{s_{[a_i]}\}$, i.e.
\( G_0 = \{ (\neg s_{a1} \lor \neg s_{a2} \lor \neg s_{a3} \lor s_{a6}) \}, \quad G_1 = \{ (s_{a1}) \}, \quad G_2 = \{ (s_{a2}) \}, \quad G_3 = \{ (s_{a4}) \}, \quad G_4 = \{ (s_{a5}) \}, \quad G_5 = \{ (s_{a5}) \}\)

\( \mathcal{H}_{[A \sqsubseteq B]} \) has two group-MUSes: \( G_{M1} = \{ G_2, G_4 \} \) and \( G_{M2} = \{ G_1, G_2, G_3 \} \) corresponding to the \( \text{MinAs} \) \( M_1 = \{ A \sqsubseteq Y, Y \sqsubseteq B \} \), and \( M_2 = \{ A \sqsubseteq \exists r.A, A \sqsubseteq Y, \exists r.Y \sqsubseteq B \} \) respectively. The group-MCSes of \( \mathcal{H}_{[A \sqsubseteq B]} \) are \( G_{C1} = \{ G_2 \}, \quad G_{C2} = \{ G_1, G_4 \} \), and \( G_{C3} = \{ G_3, G_4 \} \), corresponding to the diagnoses \( D_1 = \{ A \sqsubseteq Y \} \), \( D_2 = \{ A \sqsubseteq \exists r.A, Y \sqsubseteq B \} \), and \( D_3 = \{ \exists r.Y \sqsubseteq B, Y \sqsubseteq B \} \) respectively.

It should be observed that the difference between the enumeration of plain MUSes of Horn formulae and the enumeration of group-MUSes is significant in terms of complexity. First, enumeration of group-MUSes of Horn formulae cannot be achieved in total polynomial time, unless \( P = NP \). This is an immediate consequence from the fact that axiom pinpointing for the \( \mathcal{EL} \) family of DLs cannot be achieved in total polynomial time, unless \( P = NP \) (Baader et al., 2007), and that axiom pinpointing for the \( \mathcal{EL} \) family of DLs can be reduced in polynomial time to group-MUS enumeration of Horn formulae. Second, the MUSes of Horn formulae can be enumerated with only a polynomial delay between answers, which in particular implies a total polynomial time (Peñaloza & Sertkaya, 2010).

The following two subsections develop two approaches for enumerating the group-MUSes of Horn formulae. The first one, \( \text{EL2MCS} \) (Arif et al., 2015a) is based on explicit hitting set dualization between the MUSes and the MCSes of the Horn formula. The second approach, \( \text{HgMUS} \) (Arif et al., 2015b) follows an implicit hitting set dualization instead.

### 4.2 Group-MUS Enumeration by Explicit Hitting Set Dualization

Enumeration of MUSes has been the subject of research that can be traced to the seminal work of Reiter (Reiter, 1987). A well-known family of algorithms uses (explicit) minimal hitting set dualization (Birnbaum & Lozinskii, 2003; Bailey & Stuckey, 2005; Liffiton & Sakallah, 2008). The organization of these algorithms can be summarized as follows: First compute all the MCSes of a CNF formula. Second, MUSes are obtained by computing the minimal hitting sets of the set of MCSes.

\( \text{EL2MCS} \) (Arif et al., 2015a) is an approach based on this explicit hitting set dualization. This method relies on maximum satisfiability (MaxSAT): In the first step, it enumerates the group-MCSes of the Horn formula following methods developed for MaxSAT. Then, in the second step, it computes the minimal hitting sets (i.e. the group-MUSes) using an existing algorithm (Liffiton & Sakallah, 2008).
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4.2.1 Axiom Pinpointing Using MaxSAT

The approach followed by EL2MCS is to model the problem as partial maximum satisfiability (MaxSAT), and enumerate over the MUSes of the MaxSAT problem formulation. As mentioned before, the first phase of EL2MCS consists in enumerating the MCSes of a MaxSAT problem formulation, as follows. A formula $F_{MCS}$ is defined as follows: all the clauses in $G_0$ of the Horn formula $H_{[C \subseteq D]}$ defined above are declared as hard clauses, i.e., both $\phi_{T,(po)}^{all}$ and $(-s_{[C \subseteq D]})$ are encoded as hard clauses. In addition, the variable $s_{[ax_i]}$ associated with each axiom $ax_i \in T$ (corresponding to each group $G_i$, with $i > 0$, in $H_{[C \subseteq D]}$) denotes a unit soft clause ($s_{[ax_i]}$). The intuitive justification for this construction is that the goal is to include as many axioms as possible, leaving out a minimal set which, if included, would cause the complete formula to be unsatisfiable. Thus, each of these sets represents an MCS of the MaxSAT problem formulation (and so a group-MCS of $H_{[C \subseteq D]}$), but also a minimal set of axioms that needs to be dropped for the subsumption relation not to hold (i.e., a diagnosis). MCS enumeration can be implemented with a MaxSAT solver (Liffiton & Sakallah, 2008; Morgado, Liffiton, & Marques-Silva, 2012) or with a dedicated algorithm (Marques-Silva et al., 2013a). Extensive experimental results have shown that the first option yields better performance, and hence it is the adopted approach.

In a second phase, in order to get the MUSes of the MaxSAT problem formulation (and so the group-MUSes of $H_{[C \subseteq D]}$), EL2MCS enumerates the minimal hitting sets of the set of all the MCSes computed in the first phase. This is achieved by exploiting the hitting set dualization algorithm used in CAMUS (Liffiton & Sakallah, 2008). (The use of SAT-based approaches turns out not to be efficient when compared to CAMUS and related algorithms (Liffiton & Sakallah, 2008).)

Example 8. Let us consider the group Horn formula $H_{[A \subseteq \tau_{taxa} B]}$ in Example 7.

In the first phase, the MaxSAT formula $F_{MCS}$ is built, with the hard clauses $\phi_{T,(po)}^{all} \cup \{(-s_{a_0})\}$, and the soft clauses $\{(s_{[a_1]}), (s_{[a_2]}), (s_{[a_3]}), (s_{[a_4]}), (s_{[a_5]})\}$. The MCSes of $F_{MCS}$ are $C_1 = \{(s_{[a_2]})\}$, $C_2 = \{(s_{[a_1]}), (s_{[a_4]})\}$, and $C_3 = \{(s_{[a_1]}), (s_{[a_4]})\}$. As shown in Example 7, these sets correspond to the group-MCSes of $H_{[A \subseteq \tau_{taxa} B]}$ (diagnoses for $A \subseteq \tau_{taxa} B$).

In the second phase, CAMUS is used to compute the minimal hitting sets of the MCSes, obtaining $M_1 = \{(s_{[a_2]})\}$ and $M_2 = \{(s_{[a_1]}), (s_{[a_2]}), (s_{[a_3]})\}$. As shown in Example 7, these sets correspond to the group-MUSes of $H_{[A \subseteq \tau_{taxa} B]}$ (MinAs for $A \subseteq \tau_{taxa} B$).

4.2.2 EL2MCS Tool

The organization of the EL2MCS tool is depicted in Figure 2. The first step is similar to EL$^+$SAT (Sebastiani & Vescovi, 2009, 2015) in that the propositional Horn formula $\phi_{T,(po)}^{all}$ is generated. The next step, however, produces a partial MaxSAT encoding. From this
Algorithm 1: eMUS (Previti & Marques-Silva, 2013) / MARCO (Liffiton et al., 2016)

**Input:** \( F \) a CNF formula

1. \( I \leftarrow \{ p_i \mid c_i \in F \} \) // Variable \( p_i \) picks clause \( c_i \)
2. \( Q \leftarrow \emptyset \)
3. while true do
4. \( (st,P) \leftarrow \text{MaximalModel}(Q) \)
5. \( \text{if not } st \text{ then return} \)
6. \( F' \leftarrow \{ c_i \mid p_i \in P \} \) // Pick selected clauses
7. \( \text{if not SAT}(F') \text{ then} \)
8. \( M \leftarrow \text{ComputeMUS}(F') \)
9. \( \text{ReportMUS}(M) \)
10. \( b \leftarrow \{ \neg p_i \mid c_i \in M \} \) // Negative clause blocking the MUS
11. \( \text{else} \)
12. \( b \leftarrow \{ p_i \mid p_i \in I \setminus P \} \) // Positive clause blocking the MCS
13. \( Q \leftarrow Q \cup \{ b \} \)

encoding it becomes possible to enumerate the MCSes of the partial MaxSAT formula using an off-the-shelf tool like CAMUS2 (Marques-Silva et al., 2013a), which is a modern implementation of the of MCS enumerator available in CAMUS (Liffiton & Sakallah, 2008) capable of solving MaxSAT problems. The final step is to exploit minimal hitting set duality for computing all the MUSes given the set of MCSes (Liffiton & Sakallah, 2008). This is achieved with the help of the original CAMUS tool. The hypergraph traversal computation tools, shd (Murakami & Uno, 2011) and MTminer (Hèbert, Bretto, & Crémilleux, 2007), could be used instead for this latter phase. It should be observed that, although the MCS enumeration uses CAMUS2, other alternative MCS enumeration approaches were considered during development (Marques-Silva et al., 2013a). The choice of CAMUS2 arose from the better performance that it demonstrated.

### 4.3 Group-MUS Enumeration by Implicit Hitting Set Dualization

The main drawback of using explicit minimal hitting set dualization for finding group-MUSes is that it must first compute all group-MCSes, before the search for the first group-MUS starts. Thus, if the number of MCSes is large, this approach will take a long time find any MUS, and even longer to find them all, even if the total number of MUSes is small. As a result, recent work considered what can be described as implicit minimal hitting set dualization (Liffiton & Malik, 2013; Previti & Marques-Silva, 2013; Liffiton et al., 2016). In these approaches (implemented in systems like eMUS (Previti & Marques-Silva, 2013) and MARCO (Liffiton et al., 2016)), either an MUS or an MCS is computed at each step of the algorithm, with the guarantee that at least one MUS will be obtained at the outset. In some settings, implicit minimal hitting set dualization is the only solution for finding some MUSes of a CNF formula. As pointed out in this recent work, implicit minimal hitting set dualization aims to complement, but not replace, the explicit dualization alternative, and in some settings where enumeration of MCSes is feasible, the latter may be the preferred option (Previti & Marques-Silva, 2013; Liffiton et al., 2016).
Algorithm 1 shows the eMUS enumeration algorithm (Previti & Marques-Silva, 2013), also used in the most recent version of MARCO (Liffiton et al., 2016). It relies on a two-solver approach aimed at enumerating the MUSes/MCSes of an unsatisfiable formula $F$. On the one hand, a formula $Q$ is used to enumerate subsets of $F$. This formula is defined over a set of variables $I = \{p_i \mid c_i \in F\}$, each one of them associated with one clause $c_i \in F$. Iteratively until $Q$ becomes unsatisfiable, eMUS computes a maximal model $P$ of $Q$ and tests the satisfiability of the corresponding subformula $F' \subseteq F$. If it is satisfiable, $F'$ represents an MSS of $F$, and the clause $I \setminus P$ is added to $Q$, preventing the algorithm from generating any subset of the MSS (superset of the MCS) again. Otherwise, if $F'$ is unsatisfiable, it is reduced to an MUS $M$, which is blocked adding to $Q$ a clause made of the variables in $I$ associated with $M$ with negative polarity. This way, no superset of $M$ will be generated. Algorithm 1 is guaranteed to find all MUSes and MCSes of $F$, in a number of iterations that corresponds to the sum of the number of MUSes and MCSes.

HgMUS is a novel and efficient group-MUS enumerator for Horn formulae based on implicit minimal hitting set dualization, which incorporates specific features for the problem formulation. In this context, $H$ denotes the group of clauses $G_0$, i.e. the background clauses. Moreover, $I$ denotes the set of (individual) groups of clauses, with $I = \{G_1, \ldots, G_k\}$. So, the unsatisfiable group-Horn formula corresponds to $F = H \cup I$. Also, the formula $Q$ shown in Algorithm 1 is defined on a set of variables associated to the groups in $I$. For the problem instances obtained from axiom pinpointing for the $\mathcal{EL}$ family of DLs, $(H_{C \subseteq T \subseteq D})$ each group of clauses contains a single unit clause. However, the algorithm works for arbitrary groups of clauses.

4.3.1 Organization of HgMUS

The high-level organization of HgMUS mimics that of eMUS/MARCO (see Algorithm 1), with a few essential differences. First, the satisfiability testing step (because it operates on Horn formulae) uses the dedicated linear time algorithm LTUR (Minoux, 1988). Moreover, the simplicity of LTUR enables very efficient implementations, that use adjacency lists for representing clauses instead of the now more commonly used watched literals. Second, the problem formulation motivates using a dedicated MUS extraction algorithm, which is shown to be more effective in this concrete case than other well-known approaches (Belov et al., 2012). Third, we also highlight important aspects of the eMUS/MARCO implicit minimal hitting set dualization approach, which we claim have been overlooked in earlier work (Vescovi, 2011; Sebastiani & Vescovi, 2015).

The following subsections describe the different components of HgMUS in detail.

4.3.2 Computing Maximal Models

The use of maximal models for computing either MCSes of a formula or a set of clauses that contain an MUS was proposed in earlier work (Previti & Marques-Silva, 2013), which exploited SAT with preferences for computing maximal models (Giunchiglia & Maratea, 2006; Rosa & Giunchiglia, 2013). The use of SAT with preferences for computing maximal models is also exploited in related work (Sebastiani & Vescovi, 2009, 2015).

Computing maximal models of a formula $Q$ can be reduced to the problem of extracting an MSS of a formula $Q'$ (Marques-Silva et al., 2013a), where the clauses of $Q$ are hard...
Algorithm 2: Computation of Maximal Models

**Input:** Q a CNF formula

**Output:** (st, P): with st a Boolean and P an MxM (if it exists)

1. \((P, U, B) \leftarrow (\{x \mid \neg x \notin L(Q)\}, \{x \mid \neg x \in L(Q)\}, \emptyset)\)
2. \((st, P, U) \leftarrow \text{InitialAssignment}(Q \cup P)\)
3. if not st then return \((false, \emptyset)\)
4. while \(U \neq \emptyset\) do
5. \(l \leftarrow \text{SelectLiteral}(U)\)
6. \((st, \mu) = \text{SAT}(Q \cup P \cup B \cup \{l\})\)
7. if \(st\) then \((P, U) \leftarrow \text{UpdateSatClauses}(\mu, P, U)\)
8. else \((U, B) \leftarrow (U \setminus \{l\}, B \cup \{\neg l\})\)
9. return \((true, P)\)

and, for each variable \(x_i \in V(Q)\), it includes a unit soft clause \(c_i = (x_i)\). Also, recent work (Marques-Silva et al., 2013a; Grégoire, Lagniez, & Mazure, 2014; Bacchus, Davies, Tsimpoukelli, & Katsumelos, 2014; Mencía, Previti, & Marques-Silva, 2015) has shown that state-of-the-art MCS/MSS computation approaches outperform SAT with preferences. HgMUS uses a dedicated algorithm based on the LinearSearch MCS extraction algorithm (Marques-Silva et al., 2013a), due to its good performance in MCS enumeration. Since all soft clauses are unit, it can also be related with the novel Literal-Based eXtractor algorithm (Mencía et al., 2015). Shown in Algorithm 2, it relies on making successive calls to a SAT solver. It maintains three sets of literals: \(P\), an under-approximation of an MxM (i.e. positive literals s.t. \(Q \cup P \not\models \perp\)), \(B\), with negative literals \(\neg l\) such that \(Q \cup P \cup \{l\} \models \perp\) (i.e. backbone literals), and \(U\), with the remaining set of positive literals to be tested. Initially, \(P\) and \(U\) are initialized from a model \(\mu \models Q\), \(P\) including the literals appearing with positive polarity in \(\mu\) and \(U\) including the literals with negative polarity in \(\mu\). Then, iteratively, it tries to extend \(P\) with a new literal \(l \in U\), by testing the satisfiability of \(Q \cup P \cup B \cup \{l\}\). If it is satisfiable, all the literals in \(U\) satisfied by the model (including \(l\)) are moved to \(P\). Otherwise, \(l\) is removed from \(U\) and \(\neg l\) is added to \(B\). This algorithm has a query complexity of \(O(|V(Q)|)\).

Algorithm 2 integrates a new technique, which consists in pre-initializing \(P\) with the pure positive literals appearing in \(Q\) and \(U\) with the remaining ones (line 1), and then requiring the literals of \(P\) to be satisfied by the initial assignment (line 2). It can be easily proved that these pure literals are included in all MxMs of \(Q\), so a number of calls to the SAT solver could be avoided. Moreover, the SAT solver will never branch on these variables, easing the decision problems. Note that, in this context, \(Q\) is made of two types of clauses: positive clauses blocking MCSes of the Horn formula, and negative clauses blocking MUSes. So, with this technique, the computation of MxMs is restricted to the variables representing groups appearing in some MUS of the Horn formula.2

4.3.3 Adding Blocking Clauses

One important aspect of HgMUS are the blocking clauses created and added to the formula \(Q\) (see Algorithm 1). These follow what was first proposed in eMUS (Previti & Marques-Silva, 2015; Manthey & Peñaloza, 2015; Manthey et al., 2016) also exploits this insight of relevant variables, but not in the context of MxMs.
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Silva, 2013) and MARCO (Liffiton & Malik, 2013; Liffiton et al., 2016). For each MUS, the blocking clause consists of a set of negative literals, requiring at least one of the clauses in the MUS not to be included in future selected sets of clauses. For each MCS, the blocking clause consists of a set of positive literals, requiring at least one of the clauses in the MCS to be included in future selected sets of clauses. The way MCSes are handled is essential to prevent that MCS and sets containing the same MCS to be selected again. Although conceptually simple, it can be shown that existing approaches may not guarantee that supersets of MCSes (or subsets of the MSSes) are not selected. As argued before, this is the case with EL⁺SAT (Vescovi, 2011; Sebastiani & Vescovi, 2015).

The following example illustrates the importance of blocking clauses.

**Example 9.** Let us consider the group Horn formula $\mathcal{H}_{[\{A \subseteq \text{Taxa}\}]}$ in Example 7. $Q$ is defined over variables $\{p_1, \ldots, p_5\}$, each associated with a group in $\{G_1, \ldots, G_5\}$. The following table illustrates the operation of HGMUS, showing, for each iteration, the maximal model, the group-MUS or group-MCS extracted and the blocking clause added to $Q$.

<table>
<thead>
<tr>
<th>$Q$</th>
<th>MaxM model</th>
<th>MUS</th>
<th>MCS</th>
<th>Blocking clause</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\emptyset$</td>
<td>${p_1, p_2, p_3, p_4, p_5}$</td>
<td>$G_2, G_4$</td>
<td>-</td>
<td>$b_1 = (\neg p_2 \lor p_4)$</td>
</tr>
<tr>
<td>${b_1}$</td>
<td>${p_1, p_2, p_3, p_4, p_5}$</td>
<td>$G_2, G_4$</td>
<td>-</td>
<td>$b_2 = (p_2)$</td>
</tr>
<tr>
<td>${b_1, b_2}$</td>
<td>${p_1, p_2, p_3, p_5}$</td>
<td>$G_1, G_2, G_3$</td>
<td>-</td>
<td>$b_3 = (\neg p_1 \lor p_2 \lor \neg p_3)$</td>
</tr>
<tr>
<td>${b_1, b_2, b_3}$</td>
<td>${p_2, p_3, p_5}$</td>
<td>-</td>
<td>$G_1, G_4$</td>
<td>$b_4 = (p_1 \lor p_4)$</td>
</tr>
<tr>
<td>${b_1, b_2, b_3, b_4}$</td>
<td>${p_1, p_2, p_5}$</td>
<td>-</td>
<td>$G_3, G_4$</td>
<td>$b_5 = (p_3 \lor p_4)$</td>
</tr>
<tr>
<td>${b_1, b_2, b_3, b_4, b_5}$</td>
<td>UNSAT</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

If maximal models were blocked (instead of MCSes), the algorithm would require much more iterations. As illustrated in the following table, it would compute a large number of (non minimal) correction subsets (CS) before terminating.

<table>
<thead>
<tr>
<th>$Q$</th>
<th>MaxM model</th>
<th>MUS</th>
<th>CS</th>
<th>Blocking clause</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\emptyset$</td>
<td>${p_1, p_2, p_3, p_4, p_5}$</td>
<td>$G_2, G_4$</td>
<td>-</td>
<td>$b_1 : (\neg p_2 \lor p_4)$</td>
</tr>
<tr>
<td>${b_1}$</td>
<td>${p_1, p_3, p_4, p_5}$</td>
<td>-</td>
<td>$G_2$</td>
<td>$b_2 : (\neg p_1 \lor \neg p_3 \lor \neg p_4 \lor \neg p_5)$</td>
</tr>
<tr>
<td>${b_1, b_2}$</td>
<td>${p_3, p_4, p_5}$</td>
<td>-</td>
<td>$G_1, G_2$</td>
<td>$b_3 : (\neg p_3 \lor \neg p_4 \lor \neg p_5)$</td>
</tr>
<tr>
<td>${b_1, b_2, b_3}$</td>
<td>${p_1, p_4, p_5}$</td>
<td>-</td>
<td>$G_2, G_3$</td>
<td>$b_4 : (\neg p_1 \lor \neg p_4 \lor \neg p_5)$</td>
</tr>
<tr>
<td>${b_1, b_2, b_3, b_4}$</td>
<td>${p_1, p_3, p_4}$</td>
<td>-</td>
<td>$G_2, G_3, G_5$</td>
<td>$b_5 : (\neg p_1 \lor \neg p_3 \lor \neg p_4)$</td>
</tr>
<tr>
<td>${b_1, b_2, b_3, b_4, b_5}$</td>
<td>${p_1, p_4}$</td>
<td>-</td>
<td>$G_2, G_3, G_5$</td>
<td>$b_6 : (\neg p_1 \lor \neg p_4)$</td>
</tr>
<tr>
<td>${b_1, b_2, b_3, b_4, b_5}$</td>
<td>${p_1, p_2, p_3, p_5}$</td>
<td>$G_1, G_2, G_3$</td>
<td>-</td>
<td>$b_7 : (\neg p_1 \lor \neg p_2 \lor \neg p_3)$</td>
</tr>
<tr>
<td>${b_1, b_2, b_3, b_4, b_5}$</td>
<td>${p_1, p_2, p_5}$</td>
<td>-</td>
<td>$G_3, G_4$</td>
<td>$b_8 : (\neg p_1 \lor \neg p_2 \lor \neg p_5)$</td>
</tr>
<tr>
<td>${b_1, b_2, b_3, b_4, b_5}$</td>
<td>${p_1, p_2}$</td>
<td>-</td>
<td>$G_3, G_4, G_5$</td>
<td>$b_9 : (\neg p_1 \lor \neg p_2)$</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
</tbody>
</table>

4.3.4 Deciding Satisfiability of Horn Formulae

It is well-known that Horn formulae can be decided in linear time (Dowling & Gallier, 1984; Itai & Makowsky, 1987; Minoux, 1988). HGMUS implements the LTUR algorithm (Minoux, 1988). There are important reasons for this choice. First, LTUR is expected to be more efficient than plain unit propagation, since only variables assigned value 1 need to be
Algorithm 3: LTUR

Input: \( H \): input Horn formula
Output: falsified clause, if any; \( \alpha \): antecedents

\[
\begin{align*}
(Q, \eta, \gamma, \alpha) & \leftarrow \text{Initialize}(H) \\
\text{while } Q \neq \emptyset & \text{ do} \quad \text{ // } Q: \text{ queue of variables assigned 1} \\
\quad x_j & \leftarrow \text{ExtractFirstVariable}(Q) \\
\quad \text{foreach } c_i \in N(x_j) & \text{ do} \\
\quad \quad \eta(c_i) & \leftarrow \eta(c_i) - 1 \\
\quad \quad \text{if } \eta(c_i) = 0 & \text{ then} \\
\quad \quad \quad \text{if } \gamma(c_i) & \text{ then return } (\{c_i\}, \alpha) \\
\quad \quad \quad \quad x_r & \leftarrow \text{PickVariable}(P(c_i)) \\
\quad \quad \quad \quad \text{if } \alpha(x_r) = \emptyset & \text{ then} \\
\quad \quad \quad \quad \quad \text{AppendToQueue}(Q, x_r) \\
\quad \quad \quad \quad \quad \alpha(x_r) & \leftarrow \{c_i\} \\
\text{return } (\emptyset, \alpha)
\end{align*}
\]

Besides the advantages listed above, the use of a linear time algorithm for deciding the satisfiability of Horn formulae turns out to be instrumental for MUS extraction, as shown in the next section. In order to use LTUR for MUS extraction, an incremental version has been implemented, which allows for the incremental addition of clauses to the formula and incremental identification of variables assigned value 1. Clearly, the amortized run time of
**Algorithm 4:** Insertion-based (de Siqueira N. & Puget, 1988) MUS extraction using LTUR (Minoux, 1988)

**Input:** $H$, denotes the $G_0$ clauses; $I$, denotes the set of (individual) group clauses

**Output:** $M$, denotes the computed MUS

1. $(M, c_r) \leftarrow (H, 0)$  
   // Start by propagating $G_0$ clauses
2. LTUR_prop($M, M$)
3. while true do
   4. if $c_r > 0$ then
      5. $M \leftarrow M \cup \{c_r\}$  
         // Add transition clause $c_r$ to $M$
      6. if not LTUR_prop($M, \{c_r\}$) then
         7. LTUR_undo($M, M$)
         8. return $M \setminus H$  
            // Remove $G_0$ clauses from computed MUS
   9. $S \leftarrow \emptyset$
10. while true do
11.    $c_r \leftarrow $ SelectRemoveClause($I$)  
         // Target transition clause
12.    $S \leftarrow S \cup \{c_r\}$
13.    if not LTUR_prop($M \cup S, \{c_r\}$) then
14.        $I \leftarrow S \setminus \{c_r\}$  
         // Update working set of groups
15.        LTUR_undo($M, S$)
16.    break  
    // $c_r$ represents a transition clause

LTUR, after adding $m = |F|$ clauses, is $O(||F||)$, with $||F||$ the number of literals appearing in $F$.

### 4.3.5 MUS Extraction in Horn Formulae

For arbitrary CNF formulae, a number of approaches exist for MUS extraction, with the most commonly used one being the deletion-based approach (Bakker, Dikker, Tempelman, & Wognum, 1993; Belov et al., 2012), but other alternatives include the QuickXplain algorithm (Junker, 2004) and the more recent Progression algorithm (Marques-Silva, Janota, & Belov, 2013b). It is also well-known and generally accepted that, due to its query complexity, the insertion-based algorithm (de Siqueira N. & Puget, 1988) for MUS extraction is in practice not competitive with existing alternatives (Belov et al., 2012).

Somewhat surprisingly, this is not the case with Horn formulae when (an incremental implementation of) the LTUR algorithm is used. A modified insertion-based MUS extraction algorithm that exploits LTUR is shown in Algorithm 4. LTUR_prop propagates the consequences of adding some new set of clauses, given some existing incremental context. LTUR_undo unpropagates the consequences of adding some set of clauses (in order), given some existing incremental context. Besides, in this algorithm, clauses are represented as integers (0 means no clause). The organization of the algorithm mimics the standard insertion-based MUS extraction algorithm (de Siqueira N. & Puget, 1988), but the use of the incremental LTUR yields run time complexity that improves over other approaches. Consider the operation of the standard insertion-based algorithm (de Siqueira N. & Puget, 1988), in which clauses are iteratively added to the working formula. When the formula becomes unsatisfiable, a *transition clause* (Belov et al., 2012) has been identified, which is then added to the MUS being constructed. The well-known query complexity of the
insertion-based algorithm is $O(m \times k)$ where $m$ is the number of clauses and $k$ is the size of a largest MUS. Now consider that the incremental LTUR algorithm is used. To find the first transition clause, the amortized run time is $O(|F|)$. Clearly, this holds true for any transition clause, and so the run time of MUS extraction with the LTUR algorithm becomes $O(|M| \times |F|)$, where $M \subseteq I$ is a largest MUS. Algorithm 4 highlights the main differences with respect to a standard insertion-based MUS extraction algorithm. In contrast, observe that for a deletion-based algorithm the run time complexity will be $O(|I| \times |F|)$. In situations where the sizes of MUSes are much smaller than the number of groups in $I$, this difference can be significant. As a result, when extracting MUSes from Horn formulae, and when using a polynomial time incremental decision procedure, an insertion-based algorithm should be used instead of other more commonly used alternatives.

5. Experimental Results

This section evaluates the methods proposed in the paper, EL2MCS and HgMUS, and compares them with other state-of-the-art tools for axiom pinpointing in $\mathcal{EL}^+$. For this purpose, a set of benchmarks from well-known bio-medical ontologies was considered. These have been used in earlier work, e.g. (Sebastiani & Vescovi, 2009, 2015; Arif et al., 2015a, 2015b; Manthey & Peñaloza, 2015; Manthey et al., 2016). Since all experiments consist of converting axiom pinpointing problems into group-MUS enumeration problems, the tool that uses HgMUS as its back-end is named EL2MUS. Thus, in this section, the results for EL2MUS illustrate the performance of the group-MUS enumerator described in Section 4.3. HgMUS was also used as a back-end in the BEACON tool (Arif et al., 2016), which incorporates its own implementation of the Horn encoding used by EL$^+$SAT (Sebastiani & Vescovi, 2009; Vescovi, 2011; Sebastiani & Vescovi, 2015). BEACON also integrates the state-of-the-art tool FORQES (Ignatiev et al., 2015), also based on implicit minimal hitting set dualization, for computing smallest MUSes, which correspond to the smallest MinAs for a given subsumption relation w.r.t. a TBox. In this section, EL2MUS uses EL$^+$SAT as a front-end (for generating the Horn encoding) for comparison purposes, but the BEACON tool’s front-end could be used instead.

5.1 Experimental Setup

Each considered instance represents the problem of explaining a particular subsumption relation (query) entailed in a medical ontology. Four standard medical ontologies are considered: GALEN (Rector & Horrocks, 1997), the Gene Ontology (GO) (Ashburner, Ball, Blake, Botstein, Butler, Cherry, Davis, Dolinski, Dwight, Eppig, & et al., 2000), NCI (Sioutos, de Coronado, Haber, Hartel, Shaiu, & Wright, 2007) and SNOMED CT (version 2009) (Spackman et al., 1997). For GALEN, we consider two variants: FULL-GALEN and NOT-GALEN. The most important ontology is SNOMED CT and, due to its huge size, it also produces the hardest axiom pinpointing instances. For each ontology

---


5. GO, GALEN and NCI ontologies are freely available at [http://lat.inf.tu-dresden.de/~meng/toyont.html](http://lat.inf.tu-dresden.de/~meng/toyont.html). The SNOMED CT ontology was requested from IHTSDO under a nondisclosure license agreement.
(including the GALEN variants) 100 queries are considered; 50 random (expected to be easier) and 50 sorted (expected to have a large number of minimal explanations) queries. These queries were proposed in previous work, e.g. (Vescovi, 2011; Sebastiani & Vescovi, 2015). Hence, the experimental setup consists of a total of 500 axiom pinpointing problem instances.

As mentioned before, all the instances have been obtained from the encoding proposed in (Sebastiani & Vescovi, 2009; Vescovi, 2011; Sebastiani & Vescovi, 2015). In addition, two different experiments were considered by applying two different simplification techniques to the problem instances, both of which were proposed in (Vescovi, 2011; Sebastiani & Vescovi, 2015). Simplification techniques are of common use in axiom pinpointing, such as the so-called reachability-based modularization in the DL domain (Baader & Suntisrivaraporn, 2008). These techniques allow for extracting an (often small) subset of the ontology such that it contains all the MinAs and diagnoses for a given subsumption relation, and their application often plays an important role in the efficiency of axiom pinpointing tools. The first technique considered in these experiments uses the Cone-Of-Influence (COI) reduction. These are reduced instances in both the size of the Horn formula and the number of original axioms in the ontology, but are still quite large. Similar techniques are exploited in related work (Baader et al., 2006; Ludwig, 2014; Manthey & Peñaloza, 2015; Manthey et al., 2016). The second one considers the more effective reduction technique (referred to as x2), consisting in applying the COI technique, re-encoding the Horn formula into a reduced ontology, and encoding this ontology again into a Horn formula. This results in small Horn formulae, which will be useful to evaluate the algorithms when there are a large number of MUSes or MCSes.

The experiments compare EL2MCS and EL2MUS to different algorithms; specifically, EL+SAT (Sebastiani & Vescovi, 2009, 2015), CEL (Baader et al., 2006), JUST (Ludwig, 2014) and SATPin (Manthey & Peñaloza, 2015; Manthey et al., 2016). EL+SAT has been previously shown to outperform CEL, whereas SATPin has been shown to outperform the MUS enumerator MARCO (Liffiton et al., 2016).

The comparison with CEL and JUST imposes a number of constraints. First, CEL only computes 10 MinAs, so all comparisons with CEL only consider reporting the first 10 MinAs/MUSes. Also, CEL uses a simplification technique similar to COI, so CEL is considered in the first experiments. Second, JUST operates on selected subsets of $\mathcal{LE}^+$, since it is unable to handle general role inclusions. As a result, all comparisons with JUST consider solely the problem instances for which JUST can compute correct results. JUST accepts the simplified x2 ontologies, so it is considered in the second series of experiments. The comparison with these tools is presented at the end of the section.

EL2MUS interfaces the SAT solver Minisat 2.2 (Eén & Sörensson, 2003) for computing maximal models. All the experiments were performed on a Linux cluster (2 GHz) and the algorithms were given a time limit of 3600s and a memory limit of 4 GB.

### 5.2 Assessment of SAT-Based Approaches

The first series of experiments aims at evaluating the performance of EL2MCS and EL2MUS compared to EL+SAT and SATPin. All these methods work on the Horn encoding provided
Figure 3: Cactus plots comparing EL$^+$SAT, SATPin, EL2MCS and EL2MUS on the COI instances

by EL$^+$SAT. Hence, the systems were run on the same Horn formulae, simplified with either
the COI or x2 reduction techniques. The results are presented in separate subsections.

5.2.1 COI Instances

For the COI instances, Figure 3 summarizes the results for EL$^+$SAT, EL2MCS, SATPin and
EL2MUS. It shows the running times for solving the different axiom pinpointing instances,
i.e. enumerating all the MinAs and proving that there is no MinA left. As it can be easily
observed, EL2MCS has a slight performance advantage over SATPin which, in turn solves
much more instances than EL$^+$SAT. On the other hand, EL2MUS terminates for more
instances than any of the other tools. Noticeably, by the time limit EL2MCS is able to
solve all the instances EL$^+$SAT or SATPin can solve, and EL2MUS solves all the instances
solved by EL2MCS. The differences among SATPin, EL2MCS and EL2MUS can be better
observed in Figure 3b, which shows a clear performance gap in favor of EL2MCS and
EL2MUS.

Figure 4 shows scatter plots comparing EL2MUS with the different tools. From this
figure it can be concluded that the performance of EL2MUS exceeds the performance of
any of the other tools by at least one order of magnitude (and often by more), except for
a few outlying instances. Figure 4d summarizes the results in the scatter plots, where the
percentages shown are computed for problem instances for which at least one of the tools
takes more than 0.001s. The first four rows of the table show a pairwise comparison among
the methods, reporting the percentage of the instances each method takes less time than
other ones in solving the instances. The last five rows of the table show the percentage of
the instances for which the performance gap in favor of EL2MUS is greater than one to
five orders of magnitude. Observe that EL2MUS outperforms all other tools in all of
the problem instances and, for many cases, with two or more orders of magnitude improvement.

The results presented so far focus on the ability of the tools for completing the enumera-
tion of the MinAs, and do not provide information about their performance when a complete
enumeration is not possible. Table 2 shows, for each family of instances (each with 100),
the number of instances solved (#Sol.) and the total number of MinAs computed (#Mi-
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As) by the time limit by each of the methods (including this information for the instances that were not solved). Since EL2MCS and EL2MUS compute diagnoses as well, the total number of them is also reported (#Diag.) for these tools. The hardest instances come from the SNOMED CT ontology, where EL2MUS is able to report more MinAs in about a factor of 10 than any other tool by the time limit. For the other ontologies, both EL2MCS and EL2MUS are able to solve all the problem instances, SATPin is able to solve most of them and EL+SAT computes most of the MinAs by the time limit, although it is often unable to terminate. Noticeably, the few SNOMED CT instances that cannot be solved by EL2MCS and EL2MUS contain a very large number of diagnoses (that is, MCSes). This illustrates the main drawback of EL2MCS which, in contrast to the other tools is unable to report a single MinA by the time limit in these cases as a result of being unable to complete the enumeration of the diagnoses. At the same time, the results suggest that the number of diagnoses for a given subsumption relation plays an important role in the difficulty of axiom pinpointing. EL2MUS stands out in both its capability for computing diagnoses and MinAs for these hardest instances compared to EL2MCS and any other tool respectively.

---

**Figure 4: Scatter plots for COI instances**

---

% wins | EL+SAT | SATPin | EL2MCS
---|---|---|---
EL+SAT | – | 20.29% | 17.66%
SATPin | 79.71% | – | 19.13%
EL2MCS | 82.34% | 80.41% | –
EL2MUS | 100.0% | 100.0% | 100.0%
> 10^1x | 98.09% | 96.78% | 98.41%
> 10^2x | 97.55% | 72.07% | 58.07%
> 10^3x | 96.46% | 47.75% | 14.09%
> 10^4x | 74.05% | 06.49% | 00.00%
> 10^5x | 31.10% | 00.45% | 00.00%

---

25
5.2.2 x2 Instances

The x2 instances contain exactly the same MinAs and diagnoses than the COI instances, but these are significantly simpler in terms of size. Thus, whereas the COI instances can serve to assess the scalability of each approach, the x2 instances highlight the expected performance in representative settings for axiom pinpointing.

Figure 5a summarizes the performance of the tools EL+SAT, SATPin, EL2MCS and EL2MUS. Due to its poor performance, EL+SAT is not included in this plot. This tool terminated on only 317 instances. As in the previous experiment, EL2MUS exhibits an observable performance edge in terms of solved instances.

A pairwise comparison between the different tools is summarized in Figure 6. Although not as impressive as for the COI instances, EL2MUS still consistently outperforms all other tools. Figure 6d summarizes the results, where as before the percentages shown are computed for problem instances for which at least one of the tools takes more than 0.001s. Observe that, for these easier instances, SATPin becomes competitive with EL2MUS. Nevertheless, for instances taking more than 0.1s, EL2MUS outperforms SATPin on 100% of the instances. Thus, the 67.69% shown in the table result from instances for which both SATPin and EL2MUS take at most 0.04s. The summary table also lists the number of computed MUSes/MinAs for the 19 instances for which EL2MUS does not terminate (all of the other tools also do not terminate for these 19 instances). EL2MUS computes 9948 MUSes in total. As can be observed from the table, the other tools lag behind, and com-

<table>
<thead>
<tr>
<th>Ontology</th>
<th>EL+SAT</th>
<th>SATPin</th>
<th>EL2MCS</th>
<th>EL2MUS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Sol.</td>
<td>#MinAs</td>
<td>#Sol.</td>
<td>#MinA</td>
</tr>
<tr>
<td>GENE</td>
<td>87</td>
<td>1126</td>
<td>100</td>
<td>1134</td>
</tr>
<tr>
<td>NCI</td>
<td>77</td>
<td>664</td>
<td>93</td>
<td>661</td>
</tr>
<tr>
<td>NOT-GALEN</td>
<td>34</td>
<td>159</td>
<td>100</td>
<td>159</td>
</tr>
<tr>
<td>FULL-GALEN</td>
<td>17</td>
<td>137</td>
<td>100</td>
<td>139</td>
</tr>
<tr>
<td>SNOMED CT</td>
<td>27</td>
<td>1002</td>
<td>65</td>
<td>973</td>
</tr>
<tr>
<td>Total</td>
<td>242</td>
<td>3088</td>
<td>458</td>
<td>3066</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MUSes</th>
<th>EL2MUS</th>
<th>SATPin</th>
<th>EL2MCS</th>
<th>EL+SAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>9948</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Cactus plots comparing EL+SAT, SATPin, EL2MCS and EL2MUS on the x2 instances](image)

Figure 5: Cactus plots comparing EL+SAT, SATPin, EL2MCS and EL2MUS on the x2 instances
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compute significantly fewer MUSes. Also, as noted earlier in the paper, the main issue with EL2MCS is demonstrated with these results; for these 19 instances, EL2MCS is unable to compute any MUSes. The comparison with the other tools, EL$^+$SAT and SATPin, reveals that EL2MUS computes respectively in excess of a factor of 10 and of 5 more MUSes.

EL2MUS not only terminates on more instances than any other approach and computes more MUSes for the unsolved instances; it also reports the sequences of MUSes much faster. Figure 5b shows, for each computed MUS over the whole set of instances, the time each MUS was reported. This figure compares EL$^+$SAT, SATPin and EL2MUS, as these are the only methods able to report MUSes from the beginning. The results confirm that EL2MUS is able to find many more MUSes in less time than the alternatives.

Finally, Table 3 summarizes the results for each family of problem instances. As can be observed, all the tools exhibit a clear improvement w.r.t. the COI instances (see Table 2). The simplified instances allow EL$^+$SAT, SATPin, EL2MCS and EL2MUS for solving 75, 15, 5 and 3 more instances respectively. The improvement of EL2MCS and EL2MUS in terms of solved instances is not as dramatic as for the other tools, since the open instances are really challenging, as suggested by the huge number of diagnoses reported by EL2MUS for the
SNOMED CT instances. These very large numbers confirm that the number of diagnoses serves as a very accurate indicator of the difficulty of the axiom pinpointing problems. It should be noted that EL2MUS is able to solve more COI instances (478) than any other tool x2 instances, and the same applies for the number of reported MinAs. Noticeably, EL2MCS improves to a great extent regarding its capability for computing diagnosis and EL2MUS is able to compute a factor of 10 more diagnoses for the unsolved instances w.r.t the COI instances. In the x2 instances EL2MUS is able to compute around 33% more diagnoses than EL2MCS.

These experimental results confirm the superiority of EL2MUS over any other SAT-based axiom pinpointing tool. Not only EL2MUS is able to complete the enumeration of the MinAs for more instances than the other tools, but it also shows a clear advantage in enumerating MinAs for the problem instances that cannot be solved by the time limit, as well as in computing diagnoses.

### 5.3 Assessment of Other Axiom Pinpointing Tools

This section compares EL2MUS to DL-based axiom pinpointing tools, namely CEL (Baader et al., 2006) and JUST (Ludwig, 2014). Figure 7 shows scatter plots comparing EL2MUS with CEL and JUST, respectively for the COI and x2 instances.

As indicated earlier, CEL only computes 10 MinAs, and so the run times shown are for computing the first 10 MinA/MUSes. For problem instances with less than 10 MinAs, the reported run time corresponds to the time taken by the algorithms in terminating after a complete enumeration of the MinAs. As can be observed, the performance edge of EL2MUS is clear, with the performance gap exceeding 1 order of magnitude almost without exception.

JUST (Ludwig, 2014) is a recent state-of-the-art axiom pinpointing tool for the less expressive $\mathcal{EL}^H$ DL. Thus, not all subsumption relations can be represented and analyzed. The results shown are for the subsumption relations for which JUST gives the correct results. In total, 382 instances could be considered and are shown in the plot. As before, the performance edge of EL2MUS is clear, with the performance gap exceeding 1 order of magnitude without exception. In this case, since the x2 instances are in general much simpler, the performance gap is even more significant.

### 6. Conclusions

Axiom pinpointing is a fundamental reasoning task for the development and maintenance of description logic ontologies, as it constitutes the basis for debugging and repair of the
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specified knowledge. This paper builds on earlier work relating axiom pinpointing in the $\mathcal{EL}$ family of lightweight DLs and propositional satisfiability. The present work makes several contributions towards efficient SAT-based axiom pinpointing in these logics, which can be applied in existing large-scale ontologies.

First, the paper shows that given the propositional Horn encoding of the classification of an ontology proposed in earlier work (Sebastiani & Vescovi, 2009, 2015), axiom pinpointing in the $\mathcal{EL}^+$ corresponds to enumerating all the group-MUSes of a Horn formula. This reduction serves to capitalize on state-of-the-art SAT-based approaches for addressing group-MUS enumeration as a back-end for an efficient enumeration of all MinAs of a given subsumption relation.

Building on recent work on MUS enumeration, the paper proposes two approaches for enumerating the group-MUSes of Horn formulae. In particular, these approaches yield new methods for enumerating all MinAs and solving other problems related to axiom pinpointing. Both methods rely on the well-known hitting set duality relationship between MUSes and MCSes of propositional formulae. The first method, known as EL2MCS, follows an explicit hitting set dualization scheme, in which all the group-MCSes are computed first and then the group-MUSes are obtained by computing the minimal hitting sets of this set of group-MCSes. The second method, called HgMUS, develops an implicit hitting set dualization approach, interleaving the computation of group-MCSes and group-MUSes of the Horn formula. HgMUS builds on partial MUS enumerators, such as other MUS tools like MARCO and eMUS, but incorporates a number of features specifically designed for dealing with Horn formulae which improve the overall performance of the method.

It is interesting to notice that, although the work on axiom pinpointing in DLs usually focuses on finding or enumerating MinAs, there exist several related tasks where computing repairs is more important. For example, in error-tolerant reasoning (Ludwig & Peñaloza, 2014; Bienvenu & Rosati, 2013; Bienvenu, Bourgaux, & Goasdoué, 2014) and iterative ontology update (Peñaloza & Thuluva, 2015), one is interested in analysing some properties on the set of all repairs for a consequence. Given the close connection between the repairs of a consequence and the MCSes obtained from the Horn encoding, the two methods presented...
here are directly capable of enumerating repairs, making them specially suitable in those circumstances.

Both methods were implemented, and their performance compared to other existing techniques for axiom pinpointing in lightweight DLs over a large set of benchmarks derived from existing ontologies developed for the bio-medical domains. The experimental results obtained indicate very remarkable improvements of the proposed methods over the state of the art. Both EL2MCS and HgMUS are able to solve more instances than any other method. The results also show a clear advantage of HgMUS over EL2MCS, specially for instances where there is a very large number of MCSes/diagnoses, where EL2MCS is often unable to deliver a single MUS/MinA, whereas HgMUS is able to compute many solutions. In a few of these hard instances, HgMUS was able to generate all MinAs; a feat that had not been accomplished by any tool before.

The results obtained with these tools suggest that propositional satisfiability can contribute very significantly to the area of description logics in general, and in particular for axiom pinpointing and other non-standard reasoning tasks. This positive outcome encourages further research on establishing deeper relationships between DL reasoning problems and SAT. This deeper interleaving of both areas could result in the development of more efficient algorithms for solving a wide range of problems in Description Logics. In the short term, one of the important questions to be answered is whether some of the techniques developed in this paper can be extended to cover more expressive DLs. It would be also interesting to understand how to adapt the methods to solve other related reasoning tasks efficiently.
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Chapter 8

Conclusions and Future Work

The Lightweight Description Logics stands out due to the availability of polynomial-time inference algorithms and its ability to represent knowledge from domains such as medicine, bioinformatics, geography, military and defense, among others. However, the construction of an ontology is an error-prone process which often leads to unintended inferences. The problem of axiom pinpointing explains these (unintended) conclusions and thus have a range of applications including ontology debugging and revision, context-based reasoning, error-tolerant reasoning and ontology matching, among others. In this thesis, we have exploited unsatisfiable boolean constraints to solve the problem of axiom pinpointing for the $\mathcal{EL}$ family of DLs. we proposed state-of-the-art axiom pinpointing and debugging tools for the Lightweight Description Logic $\mathcal{EL}^+$ that employ SAT solvers, MCS/MUS extractors and enumerators. Experimental results over well-known benchmarks from medical ontologies show categorical
CHAPTER 8. CONCLUSIONS AND FUTURE WORK

performance gains of our methods over the existing axiom pinpointing methods and techniques for the $\mathcal{EL}$ family of DLs. Since the $\mathcal{EL}$ family of DLs is widely used for a range of applications our work provides a promising SAT-based solution. Future work will pursue a number of lines of research:

1. Besides axiom pinpointing in Lightweight Description Logics, HgMUS can be exploited by different applications (e.g., ontology matching [JC11, ES13]) that suggested to use a dedicated Horn decision procedure [DG84, IM87, Min88, Scu90].

2. Recently, a preference-based axiom pinpointing method [MP14] is proposed that sort MinAs using a partial order with respect to any given conclusion [JQH09]. We can extend this method either using EL2MCS or EL2MUS.

3. Context dependent granularity computation algorithms [BKP12] constrain an ontology according to an access control policy. The SAT-based axiom pinpointing methods, EL2MCS and EL2MUS, provides a good fit for solving this problem.

4. A SAT-based method [WK13] is proposed to validate PLTL (Propositional Linear Temporal Logic) specifications [FKSV08, RV10, SD11]. The proposed technique used explicit MUS enumeration [LS08] but we can extend it using an implicit MUS enumeration algorithm, HgMUS and some complex search procedure [LH10].
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