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Abstract—In this paper, we propose the model of a network consisting of All-Digital Phase-Locked Loop Network in application to Clock-Generating Systems. The method is based on a solution of a system of non-linear finite-difference stochastic equations and allows us to perform high speed simulations of a distributed Clock Network on arbitrary topology. The result of our analysis show a good agreement with experimental measurements of a 65nm CMOS All-Digital Phase-Locked Loop Network.

I. INTRODUCTION

A Phase-Lock Loop (PLL) Network is a spatially distributed array of PLLs interacting with each other by means of feedback error signals. It has been shown [1]–[6] that PLL networks can be used for generating a distributed clock signal in systems-on-a-chip (SoCs) where, due to increasing complexity, it becomes impossible to supply a subsystem by a coherent clock signal from a single crystal oscillator. The clocking signal is normally propagated within a microchip with the help of clock distribution trees. The primary disadvantages of this clock distributing approach is that numerous buffers in clock trees consume a lot of energy and have propagation delay due to relaxation processes in them. That results in the signal’s distortion causing skew and jitter which is the major parasitic effects in clock generating networks.

A network can be built by allocating each oscillator in a node on a Cartesian grid. This represents a very common and most feasible case. Every node in a PLL network (fig. 1(a)) represents a single PLL that contains convention components such as: a voltage controlled oscillator (VCO) that usually generates a harmonic signal in a relatively wide range of frequencies; a control block – provides a control signal for VCO based on a phase-frequency error between VCO and its neighbours; a phase-frequency detector (PFD) that produces error signals for the corresponding control block. The number of PFDs for each oscillator is equal to the number of its neighbours. All these elements connected together result in a phase-frequency synchronicity of the network if the control parameters are properly chosen. It was shown [3] that, when at least one node in the network is connected to an external reference signal then the network might be synchronised with that signal both in frequency and phase. If the network is autonomous, i.e., does not have an external reference signal, then it synchronises to a common frequency that depends on its initial conditions.

When considering a networks of oscillators, one should differ the frequency synchronicity from the phase synchronicity. The frequency synchronicity depends on control parameters whilst the phase synchronicity depends also on a type of phase detector. It was shown in [1] that for analogue PLL networks such undesirable effects as mode-locking often take place. Therefore, it has to be exterminated by a proper choice of transfer characteristics of phase detectors that makes undesirable modes unstable.

It has been shown that using All-Digital PLLs (ADPLL) instead of analogue PLL in a network dramatically increases robustness of the synchronous regime of an ADPLL network with respect to mode-locking [5]. The major reason for that lies in a digital implementation of PFD. This detector compares time instances between positive edge trigger events of two input rectangular-wave signals rather than their phase difference. The detector’s output represents a corresponding integer error value as a function of time difference between its input signals. For that reason we will call that particular type of PFD a digital time detector (DTD). Moreover, due to the fact that all components in ADPLLs are implemented digitally, the concept demonstrates a good scaleability with respect to manufacturing process.

Networks based on All-Digital PLLs are very complex, and a limited number of the general methods of their analysis have been developed yet. That is why the main tool for its studying and design is still behavioural modelling based on MATLAB Simulink or hardware/mixed-signal description languages. However, the simulations are time consuming and do not allow a full exploration of the design parameter space. In order to study the system faster, an analytic model has to be offered. But there are only a few analytical models that have been suggested so far to answer these questions, e.g., [5], [7], [8] and none of them are general enough to describe at least a single ADPLL in order to be implemented in a network.

The study [9] has developed a theoretical model for a single ADPLL that is general enough to capture important features of an ADPLL such as: self-sampling, RMS jitter, digital jitter, frequency and phase acquisition, phase tracking and dynamical instabilities. In this paper, we generalise our model of a single ADPLL for a case of ADPLL networks having arbitrary topology. Based on this model, we investigate the dynamics of the ADPLL network by varying the parameters of the system. The validation of the mathematical model is carried out through a series of experiments made on a chip that has been developed in [10] and shows a good agreement with the experimental results.

II. STATEMENT OF THE PROBLEM

An ADPLL network is an array of DCOs topologically connected with each other via DTD. The global reference signal is a part of the network and represented by a reference oscillator that affects other oscillators but can not be affected by any of them (see fig. 1(a), e.g., oscillators 1, 2 ). The network can be described in terms of a directed graph \( G = (V, E) \) with vertices \( V \) and edges \( E \). All DCOs combined with their
control blocks are allocated in vertices of a directed graph. The information about mutual pair-interconnection between oscillators is contained in a set of edges.

We assume that the global reference oscillator is allocated in the first vertice that has index $i = 1$. All the others DCOs are associated with vertices having indexes $i = 2 \ldots N + 1$, where $N$ – number of a DCO in the network. Every $k$–edge in graph $k : \{i \rightarrow j\}$ connects two oscillator via DTD: $DCO[i] \rightarrow DTD[k] \leftarrow DCO[j]$. For every $DTD[k]$, the oscillator having the lower index $min(i,j)$ we define as reference, the higher $max(i,j)$ – local. Two outputs of DTD connected with control blocks of adjacent DCOs represent their timing errors. The direct error signal goes towards the local DCO and the inverse one – to the reference DCO. We can turn off a feedback control to the specified oscillator by setting a corresponding weight coefficient to zero.

In this study, we consider the ADPLL network based on a theoretical model of a single ADPLL developed previously in [9]. We employ the DTD as suggested in [5] as a combination of finite-state machine and time-to-digital converter. It detects a rising edge of the reference and the local oscillator, measures the time difference between them and computes an error in the form of digital signal in the range $[-T, 1 \cup [1; T]$. The loop filter is realised as a proportional-integral (PI) controller and it provides a control signal for the DCO. The DCO generates a rectangular clock signal over a wide range of frequencies. The frequency changes linearly with respect to a control code having a constant frequency gain. The frequency lies within a range given by minimum and maximum values. Outside the range it saturates to the minimum/maximum frequencies.

III. THE MODEL OF AN ADPLL NETWORK

In this section, we introduce a novel model and its iterating algorithm for a discrete-time modeling of an ADPLL network on arbitrary topology. This model will allow us to study the synchronisation between the global reference oscillator and on-chip oscillating network.

A. A brief overview of a single ADPLL model

The model of a single ADPLL having DTD discussed previously has been introduced in [9]. In the current paper we will use interpretation where input signals of DTD represented by local and reference time instances $L_n$ and $R_n$. $L_n$ is the time difference between the next rising edge (event) of the local clock and current event. The current event can be either reference or local. That is why it is very important to emphasise that $n$ is the instance number. It updates every time when the new rising edge comes to one of the corresponding inputs of a DTD. In the same manner we denote $R_n$ as the time difference between the next rising edge of the reference clock and the current event.

Obviously, $L_n \in [0; T^n_L]$ and $R_n \in [0; T^n_R]$, where $T^n_L$ and $T^n_R$ are periods of local and reference signals. Due to a feedback loop that supplies the local signal to one of the inputs of DPD (see fig. 1(b)), $T^n_L$ changes from one iterating step to another. This change occurs only if the step $n$ corresponds to the local clock event. The detector’s error $\varepsilon_n = H(\tau_n, \tau_{TDC})$ represents an integer number: $\varepsilon_n \in [-N_D; -1] \cup [1; N_D]$ that increases (decreases) by one if the operating time $\tau_n$ exceeds an integer number of the time-to-digital converter’s resolution step $\tau_{TDC}$. When $\tau_n \geq N_{DTDC}$ then the error saturates to its maximum value $N_D$ and vice versa, when $\tau_n \leq -N_{DTDC}$ then $\varepsilon_n = -N_D$. The sign of $\tau_n$ can be negative when the local clock initiates the error measurement. The PI controller generates a control code to tune the frequency of DCO linearly within a given range of frequencies.

The system of equations that describes the behaviour of a single ADPLL in terms of $L_n, R_n$ represents as follows:

$$
\begin{align*}
T^n_R &= T^n_R \cdot \varepsilon_R \\
L^n_n &= \frac{1}{f_0 + \Delta f_{DCO}(K_p \varepsilon_n + K_i \psi_n)} \cdot \varepsilon_n (\sigma_L) \\
L^{n+1}_n &= T^n_R \cdot \varepsilon_R (L^n_n - R^n_n) + (L^n_n - R^n_n) \cdot \varepsilon_R (L^n_n - R^n_n) \\
R^{n+1}_n &= -(L^n_n - R^n_n) \cdot \varepsilon_R (L^n_n - R^n_n) + T^n_R \cdot \varepsilon_R (L^n_n - R^n_n) \\
m^{n+1}_n &= \text{sign}(m^n_n + \text{sign}(L^n_n - R^n_n)) \\
\tau^{n+1}_n &= \tau^n_n |m^n_n| + m^{n+1}_n |L^{n+1}_n - R^{n+1}_n| \\
R^{n+1}_n &= \text{sign}(L^{n+1}_n - R^{n+1}_n) \\
\varepsilon^{n+1}_n &= H(\tau^n_n, \tau_{TDC}, N_D) \\
\psi^{n+1}_n &= \psi^n_n + \varepsilon^n_n \cdot \varepsilon_R (L^n_n - R^n_n)
\end{align*}
$$

where external noise is implemented by a product of the target period with a log-normal random variable $\zeta_n(\sigma) = \exp[N(0, \sigma)]$; $\varepsilon_R (x)$ and $\varepsilon_R^+(x)$ are Heaviside functions: $\varepsilon_R^+(x) + \varepsilon_R^-(x) = 1$, $\varepsilon_R^+(x) - \varepsilon_R^-(x) = \text{sign}(x)$, $\Delta f_{DCO}$ – gain DCO, $K_p, K_i$ – proportional and integral gain factors, $f_0$ – initial frequency of DCO, $\varepsilon_n$ – proportional error, $\psi_n$ – cumulative error.

Algorithms in equation (1) will be used further as the main building block for the model of ADPLL network.

B. An extension of the single ADPLL model

In order to apply the model of a single ADPLL for a network, we have to determine the total number of DTDs and their connections with other oscillators.

For each pair of oscillators in the network we need to implement a DTD if at least one of the oscillator affects another one. For example, in the case of $2 \times 2$ network including a reference signal we can determine a graph $G = (V, E)$ such...
as:

\[ G(V,E) = \begin{cases} 
V = \{1, 2, 3, 4, 5\} \\
E = \{1 \rightarrow 2, 2 \rightarrow 3, 3 \rightarrow 2, 4 \rightarrow 5, 5 \rightarrow 3, 4 \rightarrow 2\} 
\end{cases} \]  

(2)

It can be seen that this graph has nine directed edges: four of them are symmetrical \((i \leftrightarrow j)\) and one more includes the influence of the global reference signal on a DCO \((1 \rightarrow 2)\). That is why we need five DTDs to represent a network.

In order to generalise further ideas, we represent a network graph in terms of adjacency matrix \(A\):

\[ A_{ij} = \begin{cases} 
1 & \text{if } i \text{ is reference for } j \\
0 & \text{otherwise} 
\end{cases} \]  

(3)

where \(i, j = 1 \ldots N + 1\) – oscillator number in the network. Adjacency matrix for the network (2) described above is:

\[
A = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0
\end{pmatrix}
\]  

(4)

We can see that \(A_{ij} = A_{ji}\) almost everywhere except of \(A_{01}\). As we mentioned above, it reflects the fact that the global reference signal \((V_0)\) affects the first DCO \((V_1)\) but not vice versa. In ADPLL network, all elements that lie on the main diagonal of the matrix \(A_{ij}\) are equal to zero. Having the adjacency matrix determined, we can define an array of DTDs \(\tilde{D}\) which we will use further. The typical code for that looks as follows:

\[
\text{for } i = 1 \ldots N - 1 \text{ do} \\
\quad \text{for } j = i + 1 \ldots N \text{ do} \\
\quad \quad p = \max(A_{ij}, A_{ji}) \\
\quad \quad \text{if } p \neq 0 \text{ then} \\
\quad \quad \quad D_k = (i, j) \\
\quad \quad \quad k \leftarrow k + 1
\]

Length of \(\tilde{D}\) represents a number of DTDs in the network \(D_N\). Each \(D_k, k = 1 \ldots D_N\) stores two values \(D_k = (i, j)\), where \(i < j\). According to our definition of reference and local oscillators in section II, the first element in \(D_k\) corresponds to the index of a reference oscillator, whilst the second one – to a local oscillator.

Having determined the topology of the network, we will assign the matrix of weight coefficients \(W\) in figure 1(b). Here we assume that each DCO consumes an average error value from its neighbours. The total number of neighbours for each oscillator determined by adjacency matrix \(A\):

\[ g_j = \sum_{i=1}^{N} A_{ij} \]

Thus, the weight matrix determines as follows:

\[ W_{ij} = A_{ij}/g_j \]

(6)

Once the way for calculating of average errors for each oscillator in the network has been determined, we can calculate a set of control codes in order to update corresponding DCOs frequencies. It can be done using the model developed earlier (1). However, instead of using \(\varepsilon_n\) and \(\psi_n\) in the second equation, we shall substitute them with average errors \(E_n, \psi_n\).

In the next section we will show the comparison of theoretical results with the experimental data.

IV. EXPERIMENTAL VALIDATION AND DISCUSSION

The purpose of the experiment was to show feasibility of the algorithm proposed in section III for theoretical modelling and high-speed numerical analysis of ADPLL networks. It was done by comparing experimental measurements of the transient processes in ADPLL network with the theoretical results. The experiment was performed with the prototype of a \(4 \times 4\) ADPLL network circuit having the described architecture designed and fabricated in 65nm CMOS technology. The architecture of the microchip has been described in [11] and [6]. The parameters of the implemented ADPLL network are given in table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDD</td>
<td>(1.0) V</td>
</tr>
<tr>
<td>Feedback division coeff. (N)</td>
<td>2</td>
</tr>
<tr>
<td>(\Delta f_{DCO})</td>
<td>(2\times150) kHz</td>
</tr>
<tr>
<td>(F_{min\ DCO})</td>
<td>(2\times135) MHz</td>
</tr>
<tr>
<td>(F_{max\ DCO})</td>
<td>(2\times175) MHz</td>
</tr>
<tr>
<td>(T_{DCO})</td>
<td>(20) ps</td>
</tr>
<tr>
<td>(N_D)</td>
<td>7</td>
</tr>
</tbody>
</table>

* Obtained by simulation

In order to observe a transient process on the oscilloscope, the input (reference) signal frequency was modulated by a rectangular wave. In this way, the reference signal frequency switched between minimum and maximum values (see fig. 2(a)). After each switching of the frequency value, the reference frequency remained constant for enough time to observe the frequency acquisition of the divided signal. The transient process is finished before the next switching, so that such a configuration generated a repeated sequence of identical transient process waveforms (see an example of the observed plots in fig. 2(a)). Such an experiment was repeated for different values of the filter coefficient \(K_i\) and \(K_p\) and network topology.

We carried out two series of experiments for a transient process where the frequency acquisition and the frequency synchronisation take place. The first series of experiments were made on the \(2\times2\) ADPLL network and the results can be seen in fig. 2(b)-(d). We implemented this network by switching off all interactions between DCOs except those of \(2, 3, 6, 7\) in fig. 1(a), where the global reference signal is represented by the first oscillator. The experimental data has been recorded from oscillators 2, 3 and 7. After that,
the MATLAB script transformed them into time-frequency dependence.

In these experiments we observed both the frequency acquisition and synchronization with the global reference signal. Moreover, it can be seen that the frequency synchronization between all DCOs in the network has fast dynamics. Due to the fact that all initial frequencies of DCOs (but not phases!) are the same, the synchronization between them happens almost instantly just after the device switches on. Following that, the whole network behaves as if it is the one single oscillator.

In the second series of experiments we observed the frequency dynamics for the $4 \times 4$ ADPLL network. Due to restriction in the frequency modulation of the source generator that produces the global reference signal, only one experiment has been chosen to show frequency dynamics. The results of the experiment can be seen in the fig. 2(e). Ceteris paribus, the frequency acquisition rate in $4 \times 4$ network is almost four times slower than in $2 \times 2$ network. In order to capture it we had to boost the frequency acquisition rate by increasing an integral gain factor $K_i$. However, here we faced two kinds of restrictions. On the one hand, having a constant proportional gain factor $K_p$ and increasing $K_i$ we forced the network to leave a stable operating region in the parameters domain ($K_p, K_i$). On the other hand, if we increased $K_p$ in order to return the system back to a stable region, the digital jitter increased at the same time. That is why we chose control parameters shown in fig. 2(e).

As it was shown in [9], the discrete-time models have a big advantage with respect to calculating performance. The model we presented here calculates $1\text{ms}$ of $4 \times 4$ ADPLL network only for $1\text{s}$ of real time on a typical PC (processor: 2.6 GHz Intel Core i5, memory: 16 GB 1600 MHz DDR3), which is $\approx 10^4$ times faster than using MATLAB Simulink framework. That reveals new opportunities for studying ADPLL networks. For example, the analysis of optimal control parameters providing a trade-off between low jitter and fast frequency acquisition rate in ADPLL networks, or the design of the optimal network topology that produces a stable clocking signal and minimises power consumption.
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