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ABSTRACT
Collaborative filtering (CF) is a common recommendation approach that relies on user-item ratings. However, the natural sparsity of user-item rating data can be problematic in many domains and settings, limiting the ability to generate accurate predictions and effective recommendations. Moreover, in some CF approaches latent features are often used to represent users and items, which can lead to a lack of recommendation transparency and explainability. User-generated, customer reviews are now commonplace on many websites, providing users with an opportunity to convey their experiences and opinions of products and services. As such, these reviews have the potential to serve as a useful source of recommendation data, through capturing valuable sentiment information about particular product features. In this paper, we present a novel deep learning recommendation model, which co-learns user and item information from ratings and customer reviews, by optimizing matrix factorization and an attention-based GRU network. Using real-world datasets we show a significant improvement in recommendation performance, compared to a variety of alternatives. Furthermore, the approach is useful when it comes to assigning intuitive meanings to latent features to improve the transparency and explainability of recommender systems.

ACM Reference Format:

1 INTRODUCTION
Recommender systems are an essential part of e-commerce platforms. They help customers to find what they are looking for and have been proven to drive sales and customer loyalty [18]. Collaborative Filtering (CF) [24] is a common recommendation approach that has been adopted by many e-commerce sites, from Netflix and Amazon to Digg and Zalando. Briefly, CF algorithms rely on user-item ratings, either directly [31] or indirectly (using latent factor models) [22], to make rating predictions and/or generate ranked recommendations. However, these approaches tend to suffer from the natural sparsity of the user-item ratings data; typically each user will only have “rated” a small fraction of the available products. Moreover, the latent features that are at the core of modern matrix factorization approaches [4] can lead to other problems, such as a lack of transparency and explainability.

1.1 User Reviews for Recommendation
The rise of user-generated reviews has introduced a novel source of recommendation data. Such reviews are plentiful and informative, and contain valuable information including the opinion of users on products and product features. For example, “After walking and biking all up and down the coast of Ambergris Caye, I am still positive that Caye Casa has the best restaurants and activities”, tells us that the user likes the food in this restaurant, that walking and biking are personal interests, and that the restaurant is close to the coast of Ambergris Cayes. Recently, such user reviews have been utilized as the basis for new types of recommender systems. For example, [13] proposed a method to generate users and products profiles used in various recommendation tasks; see also [9–12]. And the ubiquitous nature of customer reviews makes them an important data source used to address the sparsity and transparency issues of CF algorithms.

Such techniques can be used to infer user ratings for products and services, and even combined with real ratings and more conventional ratings-based techniques, to generate improved recommendations; for example see [5]. One limitation of this type of approach is that it treats inferred ratings and real ratings as independent types of ratings data, combining their associated predictions/recommendations to generate final recommendations. Topic modeling methods such as Latent Dirichlet Allocation (LDA) [3] provide another way to integrate customer reviews into CF algorithms. For example, [41] proposed the method to combine latent feature based CF and probabilistic topic modeling to provide an interpretable latent structure for users and items; see also [8, 26]. The limitation of this approach is that it treats reviews as simple bags-of-words and, as such, ignores important sequential information that may help recommendation.

1.2 Deep Learning for Recommendation
Recently, Deep Learning has been adopted by recommender systems research, in part because of its ability to handle sequential information. For example, [39] proposed the method to treat a song as a set of 599 sequential frames, training a convolutional neural network (CNN) to learn its profile for the purpose of addressing the so-called cold-start problem [33] in recommendation. A customer review can also be considered as a sequence of words. For example, [20] proposed a method that integrates a product description summarized by a trained CNN network into probabilistic matrix
factorization. Compared to topic models, it is capable of catching the contextual information of a document.

In related work, Recurrent Neural Networks (RNN) have been applied to various natural language processing tasks with great success. For instance, Bidirectional RNN, including Bidirectional Long Short-Term Memory (Bi-LSTM) [15], and Bidirectional Gated Recurrent Unit (Bi-GRU) [46], can encode a target word with contextual and sequential information (encoding not just the target word but also the surrounding words), when using sentences, documents as input sequences. RNNs are commonly used to capture or summarize the meaning of sentences or documents in various tasks such as machine translation[2], sentence summarization [32] and sentiment analysis [38, 42]. Meanwhile, attention-based methods, based on the visual attention mechanism found in humans [7], by learning weight vectors for different sub-tasks, are becoming widely used in machine translation [6, 25] and image tracking [45]. Similar ideas have also proven helpful for extracting textual features from customer reviews; see for example [35].

1.3 Main Contributions

Inspired by the recent success of attention-based models and RNNs, in this paper we propose an attention-based mechanism to learn representative features from user-generated reviews and combine this with a conventional matrix factorization recommendation model as shown in Figure 1.

The contribution of this paper is threefold:

(i) We introduce a novel recommendation model called TARMF, which utilizes attention-based recurrent neural networks to extract topical information from review documents.
(ii) We demonstrate how textual features can be applied to enhance the performance of matrix factorization recommendation techniques, and propose an optimization algorithm for training our TARMF model.
(iii) We demonstrate the ability of TARMF to achieve superior recommendation performance on five publicly available benchmark datasets, in comparison to a variety of state-of-the-art baseline alternatives.

2 RELATED WORK

2.1 Latent Factor Models in Recommender Systems

The latent factor models are a set of collaborative filtering approaches widely used in the literature of recommender systems. Through characterizing each user and item as a fixed dimension vector, latent factor models could learn user preferences and item features from observed ratings, and accordingly recommend new items to users.

Among all the different alternatives of latent factor models, matrix factorization based methods [21, 22] are arguably the most prevalent ones. Essentially, matrix factorization turns the recommendation task into a matrix completion problem. To date much of the state-of-the-art recommendation models are built upon matrix factorization techniques. For example, the Probabilistic Matrix Factorization (PMF) model [29] is a widely adopted framework with reliable performance.

The problem with pure matrix factorization models is that, the number of unobserved ratings scales linearly with the product of the number of users and the number of items, while the number of known ratings typically scales linearly with the number of users. Therefore with the rapid growth of user numbers in modern e-commerce platforms, the increasing sparsity of the data becomes a critical concern.

One way to solve the sparseness problem is to mine useful features from user-generated content, e.g., user reviews, movie plots, and item usage instructions. For example, [8, 26, 41] proposed to use topic modeling to learn features from review documents, based on which matrix factorization techniques could gain useful prior knowledge of the distribution of parameters.

In addition, utilizing user-generated content in latent factor models helps to improve the interpretability of recommendations. In [26], the authors demonstrate that displaying the top-k words of an LDA model could yield meaningful word clusters related to distinct topics. [47] explores the effectiveness of explicitly aligning the latent factors and review aspects, which results in an explainable model that could make reasoning about recommendation choices.

2.2 Deep Neural Networks in Natural Language Processing

The recent enthusiasm for applying deep learning techniques in natural language processing originates from the success of learning representative word vectors [28, 30]. With the utilization of meaningful word embedding vectors, almost all deep computational frameworks used in the literature of computer vision and speech recognition can be seamlessly applied to natural language processing.

Most widely used neural network structures, including convolutional neural networks [17, 20], recurrent neural networks [27, 37], and neural turing machine [44], have shown promising results in various natural language processing benchmarks. Specifically, the attention mechanism introduced by [2] enabled neural language models to achieve state-of-the-art results in machine translation [14, 40], reading comprehension [16, 34], speech recognition [1], etc.

The success of deep neural networks in a variety of natural language processing tasks has raised the attention of the recommender systems community as well. For example, [19] proposed to employ a convolutional neural network to facilitate the learning of matrix factorization. Similarly, [35] utilized an attention-based convolutional neural network for modeling review documents, and achieved state-of-the-art results in the task of rating prediction.

3 TOPICAL ATTENTION REGULARIZED MATRIX FACTORIZATION

In this section, we present the detail of our proposed model, Topical Attention Regularized Matrix Factorization (TARMF). We begin by describing the attention-based recurrent neural network architecture we utilized for document modeling, followed by the approach of extracting textual features from user and item review documents. We then introduce an extension of the traditional probabilistic matrix factorization model by incorporating textual regularization.
Finally, we present a computational framework for optimizing the parameters.

### 3.1 Attention-Based Recurrent Neural Network for Document Modeling

We employ a bidirectional recurrent neural network with attention mechanism to learn representative features from review documents. The network architecture consists of four primary components: (i) a word embedding layer, (ii) a sequence encoding layer, (iii) a topical attention layer, and (iv) a feature projection layer; see Figure 2.

#### 3.1.1 Word Embedding Layer

The word embedding layer takes as input a sequence of words \( \{w_1, w_2, w_3, ..., w_T\} \), and maps each word to its respective \( k \)-dimensional vector representation \( x_t \in \mathbb{R}^k \). The vector representations are expected to encode the semantic and syntactic information carried by each word, thus enabling the sequence encoding layer to effectively capture the contextual dependencies of the input sequence. We initialize the word embedding layer with pre-trained word vectors obtained from word2vec [28], and then fine-tune it with back-propagation.

#### 3.1.2 Sequence Encoding Layer

The sequence encoding layer provides contextual annotations for the input sequence. Specifically, we utilize the bidirectional GRU architecture proposed by [6] due to its computational efficiency and robust performance in our experiments.

A Gated Recurrent Unit (GRU) is a popular variant of the vanilla recurrent hidden unit. Through utilizing gating units to modulate the flow of information, each recurrent unit is capable of encapsulating sequential dependencies across different time scales.

Formally speaking, a GRU computes its activation at time step \( t \) as the linear interpolation between the previous activation \( h_{t-1} \) and the candidate activation \( \tilde{h}_t \):

\[
h_t = (1 - z_t) \odot h_{t-1} + z_t \odot \tilde{h}_t,
\]

where

\[
\tilde{h}_t = \tanh(W_h x_t + r_t \odot (U_h h_{t-1}) + b_h),
\]

\[
z_t = \sigma(W_z x_t + U_z h_{t-1} + b_z),
\]

\[
r_t = \sigma(W_r x_t + U_r h_{t-1} + b_r).
\]

The update gate \( z_t \) decides the extent to which past information is superseded by new information, while the reset gate \( r_t \) determines the degree that the previous activation contributes to the candidate activation.

In order for the annotations to summarize the information from both the preceding words and the following words, we employ a bidirectional GRU consisting of forward and backward GRUs. The forward GRU reads the input sequence in the usual order, while the backward GRU reads the input sequence in the reversed order. The activations of the forward GRU and the backward GRU at time step \( t \) are denoted as \( h^f_t \) and \( h^b_t \), respectively. At each time step, we concatenate the forward activation and the backward activation to obtain the final annotation, i.e., \( h_t = [h^f_t, h^b_t] \).
3.1.3 Topical Attention Layer. The topical attention layer extracts topic-related information associated with the set of topics of interest to the recommendation task. We assume that not all parts of a document are equally relevant to a specific topic. Therefore we introduce the attention mechanism to capture the relative importance between different words.

Suppose that each user and item can be characterized by the corresponding $K$-dimensional latent factor vector, each latent dimension is expected to represent a topic related to the specific user or item. Intuitively, the distribution of attention weights on each word should be different for each topic. Thus we employ $K$ distinct attention modules corresponding to the $K$ topics.

Consider, for example, the $k$-th attention module. Given the sequence of word annotations $(h_1, h_2, h_3, ..., h_T)$, the attention module first transforms each word annotation through a single layer perceptron with the \( \tanh \) activation function:

$$s^k_t = \tanh(W^k_s h_t + b^k_s).$$

(5)

Then the attention module compares the similarities between a context vector $z^k$ and the transformed annotations by computing the dot products, and assigns each annotation a weighting score with the softmax function:

$$a^k_t = \frac{z^k \cdot s^k_t}{\sum_{t=1}^{T} z^k \cdot s^k_t}.$$ 

(6)

Finally, the attention module computes its output $\hat{h}_k$ as the weighted sum of the annotations:

$$\hat{h}_k = \sum_{t=1}^{T} a^k_t h_t.$$ 

(7)

The output of each individual attention module is passed together to the feature projection layer as the activation of the topical attention layer.

3.1.4 Feature Projection Layer. The feature projection layer performs non-linear transformations on the feature representations generated by the penultimate layer. We employ a single layer perceptron with $\tanh$ as its activation function. The activation for the $k$-th attention module is thus transformed as:

$$c^k = \tanh(W^k_c \hat{h}_k + b^k_c).$$

(8)

The feature projection layer concatenates the transformed activations, and outputs it as the latent document representation, i.e., $c = [c_1, c_2, c_3, ..., c_K]$.

3.2 Extracting Textual Features from Review Documents

We assume that the textual features extracted from review documents can serve as a reasonable indicator of the user and item latent factor vectors. To begin with, we need to define the concept of a review document. We define the user review document $d_{u,i}$ as the set of all reviews written by user $i$. Similarly, the item review document $d_{v,j}$ is defined to be the collection of reviews written on item $j$.

Note that the review written by user $i$ on item $j$ would be included both in the user review document $d_{u,i}$ and the item review document $d_{v,j}$. However, the same review should be treated differently in these circumstances. For reviews in the user review document, we expect to learn user preferences revealed in the content. When it comes to the reviews in the item review document, our aim is to extract the features related to the specific item. Due
to the inherent difference of the user review document and the item review document, they are modeled by two attention-based recurrent neural networks with the same architecture and different parameters. The attention-based recurrent neural networks for modeling user review documents and item review documents are named as the user attention network and the item attention network, respectively.

Given a review document, we first generate the latent document representation for each individual review with the attention-based recurrent neural network, and then average them as the textual features extracted from the review document.

### 3.3 Textual Regularized Matrix Factorization

We extend the Probabilistic Matrix Factorization (PMF) model [29] by introducing textual regularization in the user and item latent factor vectors.

Suppose we have $N$ users and $M$ items, matrix factorization finds a user coefficient matrix $U \in \mathbb{R}^{D \times N}$ and an item factor matrix $V \in \mathbb{R}^{D \times M}$ whose product $\hat{R} = U^T V$ approximates the rating matrix $R \in \mathbb{R}^{N \times M}$. The column vectors $u_i$ and $v_j$ are the $D$-dimensional distributed representations for user $i$ and item $j$, respectively. For a linear model with Gaussian observation noise, the conditional distribution over the observed ratings can be defined as in Equation 9, where $N(\mu, \sigma^2)$ is the probability density function of the Gaussian distribution with mean $\mu$ and variance $\sigma^2$, and $I_{ij}$ is an indicator function where $I_{ij} = 1$ if user $i$ rated item $j$ and $I_{ij} = 0$ otherwise.

$$ p(R | U, V, \sigma^2) = \prod_{i=1}^{N} \prod_{j=1}^{M} N(R_{ij} | u_i^T v_j, \sigma^2)^{I_{ij}} $$

Unlike the traditional probabilistic matrix factorization model, which places zero-mean isotropic Gaussian prior distributions on all the latent variables, the prior means of the user and item latent factors in the TARMF model are not fixed at zero. Instead, we assume that the user and item latent factors are highly correlated with the textual features extracted from the review documents. Therefore, we define the prior distributions of the user and item latent factor vectors as:

$$ p(U|\bar{U}, \sigma_U^2) = \prod_{i=1}^{N} N(U_i|\bar{U}_i, \sigma_U^2 I_i), $$

$$ p(V|\bar{V}, \sigma_V^2) = \prod_{j=1}^{M} N(V_j|\bar{V}_j, \sigma_V^2 I_j), $$

where $\bar{U}_i$ and $\bar{V}_j$ are the textual features extracted from the review documents of user $i$ and item $j$, as described in Section 3.2.

The textual features in the prior distributions essentially regularizes the matrix factorization model so that it could generalize well on the unseen test dataset.

### 3.4 Optimization Methodology

Training the TARMF model involves optimizing the following unknown parameters: (i) the user coefficient matrix $U$, (ii) the item factor matrix $V$, (iii) the parameters $W_{U}$ in the user attention network, and (iv) the parameters $W_{V}$ in the item attention network.

While the optimization objective of $U$ and $V$ is straightforward, i.e., to minimize the difference between the rating matrix $R$ and the product of $U$ and $V$, the optimization criterion of $W_{U}$ and $W_{V}$ is still unclear. Since we expect the textual features to serve as reliable indicators of the latent factor vectors, $\bar{U}_i$ and $\bar{V}_j$ should approximate $U_i$ and $V_j$. We therefore optimize $W_{U}$ and $W_{V}$ through maximizing $\text{sim}(U, \bar{U})$ and $\text{sim}(V, \bar{V})$, where the $\text{sim}$ function measures the similarity between two matrices.

An intuitive optimization strategy is to define an overall loss function, and to train all the parameters simultaneously with stochastic gradient descent. Nevertheless, due to the high correlation between the parameters, the stochastic gradient descent algorithm could easily get trapped in one of the undesired local minima. Consider, for example, the user coefficient matrix $U$ and the parameters $W_{U}$ of the user attention network. On one hand, $U$ is dependent upon $W_{U}$ as changes in $W_{U}$ would affect the textual features $\bar{U}$ generated by the user attention network, and thus altering the posterior distribution of $U$. On the other hand, $W_{U}$ is optimized through maximizing the similarity between $U$ and $\bar{U}$. Thus, when $U$ and $W_{U}$ are jointly optimized, they are likely to mislead each other which results in the deterioration of model performance. The same situation holds for the optimization of $V$ and $W_{V}$ as well.

Instead of jointly optimizing all the unknown parameters, we adopt an alternative approach, which iteratively updates each of the four sets of parameters in a specific order. When the model is optimizing a particular set of parameters, we temporarily fix all the remaining parameters to be constant. Our rationale is that, such iterative training methodology can help to alleviate the dependency between the parameters, and accordingly facilitate the training process.

Suppose that the optimal $\bar{U}$ and $\bar{V}$ are known and fixed, the posterior distribution over $U$ and $V$ is given by

$$ \max_{U,V} p(U,V|R,\bar{U},\bar{V},\sigma^2, \sigma_U^2, \sigma_V^2) $$

$$ = \max_{U,V} \prod_{i=1}^{N} \prod_{j=1}^{M} N(R_{ij} | u_i^T v_j, \sigma^2)^{I_{ij}} $$

is the joint posterior distribution of $U$ and $V$ given $\bar{U}, \bar{V}, \sigma_U^2$, and $\sigma_V^2$.

Maximizing the posterior probability is equivalent to minimizing its negative logarithm, which is given by

$$ \mathcal{L}(U, V | R, \bar{U}, \bar{V}) = \frac{1}{2} \sum_{i}^{N} \sum_{j}^{M} I_{ij}(R_{ij} - U_i^T V_j)^2 $$

$$ + \lambda_U \sum_{i}^{N} ||U_i||_F^2 + \lambda_V \sum_{j}^{M} ||V_j||_F^2, $$

where $\lambda_U = \sigma^2/\sigma_U^2$, $\lambda_V = \sigma^2/\sigma_V^2$, and $|| \cdot ||_F$ denotes the Frobenius norm.

Note that Equation 14 becomes a quadratic function with respect to $U$ (or $V$) when $V$ (or $U$) is treated as constant, which implies that the equation reaches its optimal solution when the gradient
of \(U\) (or \(V\)) equals zero. Therefore we adopt the alternating least squares technique which repeatedly optimizes one of \(U\) and \(V\) while temporarily fixing the other to be constant:

\[
U_i = (V_i V^T + \lambda U I_k)^{-1} (V R_i + \lambda U \bar{U}_i),
\]

(15)

\[
V_j = (U_I U^T + \lambda V I_k)^{-1} (U R_j + \lambda V \bar{V}_j),
\]

(16)

where \(I_k \in \mathbb{R}^{M \times M}\) is a diagonal matrix with \(I_{jj}\) as its diagonal elements, and \(R_j \in \mathbb{R}^M\) is a vector of \(R_{ij}\). Recall that \(I_{jj} = R_{ij} = 0\) if user \(i\) has not yet rated item \(j\). \(I_j\) and \(R_j\) are defined in an analogous manner.

Conversely, consider the circumstance in which the optimal \(U\) and \(V\) are known a priori. The goal of the user and item attention network is then to adjust their internal weights \(W_U\) and \(W_V\) so that the textual features they extract could approximate the ideal \(U\) and \(V\). For a given user \(i\) with user review document \(X_{u,i}\) and user latent factor \(U_i\), we can define the loss function for \(W_U\) as

\[
\mathcal{L}_{W_U}(X_{u,i}, U_i) = ||UAN(W_U, X_{u,i}) - U_i||^2_F,
\]

(17)

where \(U_i = UAN(W_U, X_{u,i})\) denotes the textual features for user \(i\) generated by feeding the user review document \(X_{u,i}\) into the user attention network with parameters \(W_U\). The loss function for \(W_V\) can be similarly defined as follows:

\[
\mathcal{L}_{W_V}(X_{u,i}, V_j) = ||IAN(X_{u,i}) - V_j||^2_F,
\]

(18)

where \(IAN\) refers to the item attention network.

The full algorithm for optimizing the \(\text{TARMF}\) model is presented in Algorithm 1. At each epoch, we alternate between the optimization of \(U\), \(V\), \(W_U\), and \(W_V\). While \(U\) and \(V\) are fitted with alternating least squares, \(W_U\) and \(W_V\) are optimized with mini-batch gradient descent. The parameters currently being optimized make the assumption that all the other parameters are optimal. Apparently, such assumption is far from the truth in the first few epochs, and the parameters might be falsely guided by other unoptimized parameters. However, as the model goes through the optimization procedure, each parameter is getting closer and closer to its optimal value, and the model would eventually converge.

### 4 QUANTITATIVE EVALUATION

In this section, we evaluate the \(\text{TARMF}\) model on real-world datasets to compare its performance with a number of state-of-the-art recommendation techniques reported in the literature.

#### 4.1 Datasets and Evaluation Metrics

We use five publicly available datasets - including two datasets from the Yelp Dataset Challenge \(^1\) and three others from Amazon - for the purpose of this analysis; see Table 1.

We first randomly split all the five datasets into training / validation / test sets with a 70 / 10 / 20 split. We then tune the hyperparameters on the validation set, and evaluate the performance of different approaches by calculating the Mean Squared Error (MSE) on the test set, which compares the differences between the predicted ratings and the golden truth:

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (r_i - \hat{r}_i)^2
\]

(19)

#### 4.2 Baseline Models

For the purpose of comparison, we examine the performance of the \(\text{TARMF}\) model together with the following baseline models:

(i) **Offset**: The offset estimator takes the average across all the ratings in the training set, and utilizes it as the predictions of the ratings in the test set.

(ii) **PMF**: Probabilistic Matrix Factorization (PMF) \([29]\) is a popular factor-based model from a probabilistic point of view that performs well on very sparse and imbalanced datasets.

(iii) **HFT**: Hidden Factor as Topics (HFT) \([26]\) is a novel recommendation technique that utilizes Latent Dirichlet Allocation \([3]\) to model review documents. The model is optimized through

---

\(^{1}\)https://www.yelp.com/dataset/challenge

### Table 1: Statistics of the evaluation datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#users</th>
<th>#items</th>
<th>#ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yelp 2013</td>
<td>1,631</td>
<td>1,633</td>
<td>78,966</td>
</tr>
<tr>
<td>Yelp 2014</td>
<td>4,818</td>
<td>4,194</td>
<td>231,163</td>
</tr>
<tr>
<td>Amazon Electronics</td>
<td>37,128</td>
<td>25,783</td>
<td>1,689,188</td>
</tr>
<tr>
<td>Amazon Video Games</td>
<td>24,305</td>
<td>10,672</td>
<td>231,780</td>
</tr>
<tr>
<td>Amazon Gourmet Foods</td>
<td>14,681</td>
<td>8,713</td>
<td>151,254</td>
</tr>
</tbody>
</table>

---

#### Algorithm 1: Optimization Algorithm for \(\text{TARMF}\)

1. Randomly initialize the user coefficient matrix \(U \in \mathbb{R}^{K \times N}\).
2. Randomly initialize the item factor matrix \(V \in \mathbb{R}^{K \times M}\).
3. Initialize the parameters \(W_U\) in the user attention network.
4. Initialize the parameters \(W_V\) in the item attention network.
5. for epoch \( \leftarrow 1 \) to \( T \) do
   6. for \( i \leftarrow 1 \) to \( N \) do
      7. Update \( U_i \) with least square approximation:
         \[
         U_i \leftarrow (V_i V^T + \lambda U I_k)^{-1} (V R_i + \lambda U \bar{U}_i)
         \]
   8. end
   9. for \( j \leftarrow 1 \) to \( M \) do
      10. Update \( V_j \) with least square approximation:
          \[
          V_j \leftarrow (U_I U^T + \lambda V I_k)^{-1} (U R_j + \lambda V \bar{V}_j)
          \]
   11. end
   12. for iteration \( \leftarrow 1 \) to \( S \) do
      13. Randomly sample a mini-batch of users \( X_{u,i} \).
      14. Update \( W_U \) via stochastic gradient descent:
          \[
          W_U \leftarrow W_U - \eta \frac{\partial \mathcal{L}_{W_U}(X_U)}{\partial W_U}
          \]
      15. Randomly sample a mini-batch of items \( X_{v,j} \).
      16. Update \( W_V \) via stochastic gradient descent:
          \[
          W_V \leftarrow W_V - \eta \frac{\partial \mathcal{L}_{W_V}(X_V)}{\partial W_V}
          \]
      17. end
   18. end
considering both the errors in the predicted ratings and the corpus likelihood of the learned latent factors. 

(iv) **CTR**: Collaborative Topic Regression (CTR) [41] learns interpretable latent structure from user generated content so that probabilistic topic modeling can be integrated into collaborative filtering.

(v) **JMARS**: Jointly Modeling Aspects, Ratings, and Sentiments (JMARS) [8] is another state-of-the-art probabilistic model that combines collaborative filtering and topic modeling.

(vi) **ConvMF+**: Convolutional Matrix Factorization (ConvMF) [19] is a newly proposed recommendation model that employs a convolutional neural network for learning item features from item review documents. ConvMF+ refers to the ConvMF model initialized with pre-trained word embeddings.

### 4.3 Tuning Hyperparameters

We explore how different settings of the hyperparameters would influence the performance of our proposed model. The examined hyperparameters include the dimension of the word embeddings $d_W$, the state dimension of the sequence encoder $d_S$, the dimension of the transformed annotations in the attention module $d_A$, and the regularization terms $\lambda_U$ and $\lambda_V$.

The validation MSE as a result of varying $d_W$, $d_S$, $d_A$, $\lambda_U$, and $\lambda_V$ are presented in Figure 3, Figure 4, Figure 5, and Figure 6, respectively. As we can see, the optimal value of each hyperparameter remains the same regardless of the evaluated dataset. Therefore we empirically set the word embedding dimension to be 256, the sequence encoder state dimension to be 128, the dimension of the transformed annotations in the attention module to be 128, and $\lambda_U$ and $\lambda_V$ to be 100.

### 4.4 Evaluation Results

The evaluation results of all the compared models are presented in Table 2. We note that the TARMF model outperforms all the baseline models across all the five datasets. Furthermore, these differences between our proposed method and each of the baseline models are statistically significant for $p < 0.05$.

The evaluation results actually meet our expectations. The offset estimator has the poorest performance as it makes constant predictions regardless of the difference of users and items. The PMF model, on the other hand, characterizes users and items with latent factors. Nevertheless, building such model completely from ratings can be quite hard, especially when the rating data is sparse. Therefore the PMF model still cannot yield satisfying results.

The remaining five algorithms, i.e., HFT, CTR, JMARS, ConvMF+, and TARMF, all utilize user-generated content as an auxiliary source of information for recommendation. This has proven to be an effective approach to deal with the sparseness problem. In particular,
Table 2: Recommendation performance in terms of MSE

<table>
<thead>
<tr>
<th>Model</th>
<th>Yelp 2013</th>
<th>Yelp 2014</th>
<th>Amazon Electronics</th>
<th>Amazon Video Games</th>
<th>Amazon Gourmet Foods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offset</td>
<td>1.017</td>
<td>1.125</td>
<td>1.476</td>
<td>1.435</td>
<td>1.397</td>
</tr>
<tr>
<td>PMF</td>
<td>0.985</td>
<td>1.053</td>
<td>1.411</td>
<td>1.297</td>
<td>1.251</td>
</tr>
<tr>
<td>HFT</td>
<td>0.977</td>
<td>1.029</td>
<td>1.259</td>
<td>1.152</td>
<td>1.121</td>
</tr>
<tr>
<td>CTR</td>
<td>0.975</td>
<td>1.013</td>
<td>1.284</td>
<td>1.147</td>
<td>1.139</td>
</tr>
<tr>
<td>JMARS</td>
<td>0.970</td>
<td>0.998</td>
<td>1.244</td>
<td>1.133</td>
<td>1.114</td>
</tr>
<tr>
<td>ConvMF+</td>
<td>0.917</td>
<td>0.954</td>
<td>1.241</td>
<td>1.092</td>
<td>1.084</td>
</tr>
<tr>
<td>TARMF</td>
<td><strong>0.875</strong></td>
<td><strong>0.909</strong></td>
<td><strong>1.147</strong></td>
<td><strong>1.043</strong></td>
<td><strong>1.019</strong></td>
</tr>
</tbody>
</table>

HFT, CTR, and JMARS are based on topic modeling with the bag-of-words assumption. Due to the inherent limitation of the bag-of-words model, i.e., it completely ignores the context of each word, these models are not fully capable of capturing the textual features in the review documents. The ConvMF+ model, which employs a convolutional neural network for document modeling, partially solved this problem by integrating a set of filters corresponding to $n$-gram features in the text. It therefore significantly outperforms the bag-of-words models.

The TARMF model is the best performing algorithm among all the five compared models. Similar to the ConvMF+ model, the TARMF model relaxes the bag-of-words assumption as well. In addition, it further improves the ConvMF+ model in three approaches. Firstly, the TARMF model employs a bidirectional recurrent neural network with attention mechanism, which is capable of modeling long documents. Secondly, the TARMF model applies the topical attention approach, which is similar to the idea of topic modeling, so that each latent factor dimension can be aligned with a specific topic. And thirdly, the ConvMF+ model only considers the item review documents, while the TARMF model takes both the user and item review documents into account, which introduces more flexibility to the model.

5 QUALITATIVE EVALUATION

5.1 Attention Visualization

In order to understand the mechanism behind the recommendation, we try to visualize the positions that each attention module attend.
to. Consider a particular word in a review text of length $T$, the expected attention score assigned by each attention module is $1/T$. We assume that if a word $w_t$ is assigned with an attention score $s_t \geq 5/T$ by a specific attention module, the word is then of interest to the particular attention module. In addition, if a word simultaneously reaches the attention threshold of different attention modules, we assume that it is only attended by the attention module that assigns it the maximum attention score.

Figure 7 and Figure 8 visualize the attention distribution of a specific review in the amazon electronics dataset assigned by the user and item attention networks. Words attended by different attention modules are highlighted with distinct colors, and darker colors refer to higher attention scores. We can make several observations from these figures. Firstly, the attention modules can learn interpretable regions of interest in the review text. For example, the red highlights in Figure 7 corresponding to the first attention module, extract information about children. Through analyzing these information, the model could learn that the user that wrote this review has interests in purchasing electronic devices for children. Similarly, the yellow highlights represent the responding speed of the device, while the blue highlights refer to the price. Secondly, the attention distributions assigned by the user and item attention network are nicely aligned. For example, the yellow highlights in both Figure 7 and Figure 8 consider the responding speed of the device. Such attention alignment is crucial as the rating is predicted by the dot product between the user and item latent factor vectors. Words attended by different attention modules are highlighted with distinct colors, and darker colors refer to higher attention scores. We can make several observations from these figures. Firstly, the attention modules can learn interpretable regions of interest in the review text. For example, the red highlights in Figure 7 corresponding to the first attention module, extract information about children. Through analyzing these information, the model could learn that the user that wrote this review has interests in purchasing electronic devices for children. Similarly, the yellow highlights represent the responding speed of the device, while the blue highlights refer to the price. Secondly, the attention distributions assigned by the user and item attention network are nicely aligned. For example, the yellow highlights in both Figure 7 and Figure 8 consider the responding speed of the device. Such attention alignment is crucial as the rating is predicted by the dot product between the user and item latent factor vectors.

5.2 Discussion

It is straightforward to see that the attention-based GRU network has indeed learned to selectively attend to content of interest when modeling different topics in a review text. We can gain intuitive interpretation of the hidden topic related to each dimension of the latent factor by examining regions with high attention scores. One would expect that we could automatically generate such interpretations by gathering words with high attention scores. For example, in [26], the authors demonstrate that extracting the top $k$ words of the LDA model would yield explainable topics. However, this approach does not work for the purpose of this paper.

The reason is that, instead of making the bag-of-words assumption as in LDA, the GRU network incorporates sequential information in its annotations. Therefore, the annotation of each word does not only contain its own semantic meaning, but also include information from its surrounding words. As a consequence, the attention scores no longer measure the importance of the words alone. In fact, the attention scores summarize the level of interest of the context. We can see in Figure 8 that, in “I am a fan of Amazon.com and meant to buy a kindle for my children. But the displayed sample on my local Bestbuy store showed me that the nook tablet responded much faster than kindle fire”, instead of attending to “children”, the item attention network has actually attended to the ”for” in front of it. Therefore we cannot directly generate recommendation explanations by extracting words with high attention scores in each topic. We leave the automatic creation of recommendation interpretations as a future work.

6 CONCLUSION AND FUTURE WORK

Incorporating textual features has proven to enhance the performance of collaborative filtering algorithms. In this paper, we present a novel idea that employs an attention-based GRU network to facilitate matrix factorization, and introduce a coevolutionary algorithm for optimizing the recommendation model. The proposed model, which we name as $TARMF$, achieves state-of-the-art results on all of the five benchmark datasets. In addition, we demonstrate how the attention weights assigned by each attention module can be utilized to interpret the meaning associated with each dimension of the latent factor vectors. However, simply identifying the representative words for each hidden topic is far from enough for providing personalized recommendation explanations. The desirable accompanying explanation for each recommendation should be written in informative and readable human languages. Meanwhile, the recent success of applying deep neural networks and deep reinforcement learning algorithms for natural language generation [23, 36, 43] has made it feasible to create meaningful and relevant texts conditioned on specific topics. Accordingly, such natural language generation models can be employed for explaining the suggestions provided by recommender systems, through learning to transform the learned latent features into human readable texts. Therefore, in future work, we will explore the potential of utilizing a sequence-to-sequence (seq2seq) learning framework [37] for the purpose of generating persuasive recommendation explanations that can help customers make better purchasing decisions.
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