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ABSTRACT
When solving programming problems, novices are often not aware
of where they are in the problem-solving process. For instance,
students who misinterpret the problem prompt will most likely not
form a valid conceptual model of the task and fail to make progress
towards a working solution. Avoiding such errors, and recovering
from them once they occur, requires metacognitive skills that enable
students to reflect on their problem-solving processes. For these
reasons, developing metacognitive awareness is crucially important
for novice students. Previous research has shown that explicitly
teaching key steps of programming problem-solving, and having
students reflect on where they are in the problem-solving process,
can help students complete future programming assignments. Such
metacognitive awareness training can be done through personal
tutoring, but can be difficult to implement without a high ratio
of instructors to students. We explore a more scalable approach,
making use of an automated assessment tool, and conduct a con-
trolled experiment to see whether scaffolding the problem-solving
process would increase metacognitive awareness and improve stu-
dent performance. We collected all code submissions by students in
both control and experimental groups, as well as data from direct
observation using a think-aloud protocol. We found that students
who received the intervention showed a higher degree of under-
standing of the problem prompt and were more likely to complete
the programming task successfully.

CCS CONCEPTS
• Social and professional topics → CS1; • Human-centered
computing → User studies;
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1 INTRODUCTION
Solving a programming problem requires careful navigation through
multiple learning steps [25]. With only one mistake, the novice pro-
grammer could find themselves lost in the weeds without any idea
as to why they are lost or stuck [36]. This is because novice pro-
grammers usually lack metacognitive awareness [14, 24, 28, 38]
– the ability to think about and reflect on their problem-solving
process – and cannot articulate it to a peer or instructor. The lack
of this crucial skill in novice programmers could help to explain
the tremendously high failure rate in computer science [4, 47], es-
pecially since the highest-performing novices tend to display some
aspects of metacognitive awareness or other self-regulated learning
strategies [10].

There are two general approaches to solving this problem: ex-
plicit instruction in the classroom [24, 25] or implicit training
through careful design of the automated assessment tool or in-
telligent tutoring system used in the course, through which stu-
dents complete their homework [36]. Loksa et al. [25] investigated
metacognitive awareness in novice programmers using an explicit
strategy by making students aware of and coaching them through
six problem-solving stages: (1) reinterpret the prompt, (2) search
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for analogous problems, (3) search for solutions, (4) evaluate a po-
tential solution , (5) implement a solution, (6) evaluate implemented
solution. Before receiving help, students had to identify to an in-
structor where they were in these six stages, therefore reflecting
on their programming process and practicing metacognitive aware-
ness. Prather et al. [36] took this framework and applied it to the
design of an automated assessment tool (AAT) to understand where
the tool currently failed to implicitly support novice metacognition.
They found five points at which the design of the AAT adversely im-
pacted novice metacognitive awareness and called for future work
to investigate each one. Three of the difficulties they highlighted
applied to the first learning stage, reinterpret the prompt. Their anal-
ysis revealed the importance for students to correctly interpret the
problem statement from the outset. They highlighted several diffi-
culties that resulted if an incorrect conceptual model was formed
early in the problem-solving process, such as a reluctance to recon-
sider a misconstrued conceptual model. They hypothesize that an
explicit prompt from an AAT, checking that students understand a
problem initially, may be particularly useful in this regard.

Prior work has suggested that focusing on the problem prompt
can provide enough scaffolding to help novices build metacognitive
awareness [17]. In this paper, we investigate whether asking novice
programmers to solve a randomly generated test case immediately
after reading the problem prompt can help them overcome metacog-
nitive difficulties encountered at that learning stage and, therefore,
should be incorporated into the design of AATs for better implicit
metacognitive training.

We investigate the following research question:
• RQ:Can solving a randomly generated test case immediately
after reading a problem prompt help novice programmers
overcome metacognitive difficulties encountered in the early
stages of problem-solving?

We report on a think-aloud study with CS1 students completing
a timed programming exercise in order to determine if the inter-
vention produces a noticeable impact on metacognitive awareness
in an experimental group, over those in a control group.

2 RELATEDWORK
2.1 Automated Assessment Tools
As this study centers around the use of automated assessment tools
(AATs) and their design, it is important to first briefly consider
AATs, their history, and how they have been designed (or not) to
support metacognitive awareness. There is a long history of devel-
opment, testing, and improvement of AATs [1, 12, 20, 21, 26, 34].
However, these AATs are not generally designed to improve the
user’s metacognitive awareness [36]. The only discussion in the
literature about AATs that could be related to one of the stages
from Loksa’s framework [25] addresses stage 5, implement a so-
lution, which centers on enhancing compiler error message feed-
back. Compiler error messages have long been documented to be a
great source of confusion and frustration to students [9, 29, 32, 46].
How novices encounter error messages has been linked to success
through Jadud’s EQ [22] and enhanced compiler error messages
(ECEMs) have shown potential in reducing EQ and to have positive
effects on similar error metrics [5, 8]. This indicates that the addi-
tion of ECEMs can help students to better understand the errors

in their solution and therefore reduce the overall amount of errors
encountered. Accordingly, several researchers have attempted to
add ECEMs into their AATs [3, 16, 41, 48]. A few researchers have
reported empirical results on the efficacy of ECEMs, though the
efficacy of this approach is an ongoing debate [6, 7, 11, 35, 37]. Like-
wise, a few researchers have attempted to take a human-factors
approach to the design of ECEMs, highlighting the importance of
human-centered design in AATs [18, 29, 30, 37, 46].

2.2 Metacognition in Novice Programmers
Introductory programming courses often focus solely on syntax and
data structures, but there is a growing consensus among computer
science education researchers that there should be more empha-
sis on assisting the novice in building a mental scaffold around
which they can correctly place knowledge and in doing so, develop
metacognitive awareness [10, 14, 19, 25, 28, 38, 43]. Metacognitive
awareness is, simply put, knowing about knowing. Applied to pro-
gramming, it is not just knowledge of the problem and how to solve
it, but knowledge of where one is in the problem-solving process
and self-reflection on that state [31].

A few studies, such as Falkner et al. [15] and Hauswirth &
Adamoli [19] report on experiments designed to measure novice
programmers’ metacognitive awareness, self-reflection, or self-
awareness of learning strategies. The most comprehensive study
to date on promoting metacognitive awareness in novice program-
mers is by Loksa et al. [25]. As discussed in Section 1, they identified
six distinct problem-solving stages that learners iteratively progress
through. They reported on an intervention at a code campwhere the
control group was taught how to code and the experimental group
was additionally trained in these six problem-solving stages and the
use of an IDEwith an Idea Garden. They reported that students with
this training were significantly more productive, required less help,
and displayed a positive shift in growth mindset. This indicates that
modified pedagogical approaches and programming environments
warrant development. Some successful modifications, however, are
difficult to scale or hard to implement for online learning tech-
nologies, such as massively open online courses, which Loksa et al.
acknowledged as a limitation of their work.

Prather et al. [36] recently reported on an intervention designed
to explore the metacognitive difficulties faced by novices when us-
ing AATs, using the work of Loksa et al. as a theoretical framework.
They conducted a think-aloud study with novice programmers solv-
ing a programming problem while using Athene, an AAT with a
long history of empirical work [33, 35–37, 45]. The five metacog-
nitive difficulties they report are shown in Table 1. The first three
of these identified difficulties involve forming an appropriate con-
ceptual model of the problem. They found that the students who
successfully solved the problem were consistently more likely to
correctly interpret the problem statement before beginning to write
code. Moreover, the most common error made by those students
unable to complete the programming problem was failure to build
a correct conceptual model of the problem. Prather et al. argue
that the single greatest weakness of modern AATs is that they
merely present a problem to be solved, assuming that students will
eventually conceptualize the problem correctly and allowing the



Table 1: Observed difficulties to metacognitive awareness by
novices using AATs from [36].

Metacognitive Difficulty Explanation
Forming Forming the wrong conceptual

model about the right problem
Dislodging Dislodging an incorrect conceptual

model of the problem may not be
solved by re-reading the prompt

Assumption Forming the correct conceptual
model for the wrong problem

Location Moving too quickly through one or
more stages incorrectly leading to a
false sense of accomplishment and
poor conception of location in the
problem-solving process

Achievement Unwillingness to abandon a wrong
solution due to a false sense of being
nearly done

submission of code without any assurances as to how the problem
has been interpreted by the student.

3 METHODOLOGY
In this paper we investigate whether providing an explicit metacog-
nitive prompt - one that requires solving a test case immediately
after reading the problem prompt in an AAT - will assist novice
programmers in overcoming the metacognitive difficulties identi-
fied by Prather et al. [36]. We presented the programming problems
in our automated assessment tool, Athene, and the test cases were
crafted in the Canvas LMS.

3.1 Think-Aloud Study
During the sixth week of CS1 at Abilene Christian University, one
researcher, who was not the professor of record, appeared in both
sections of the course to solicit student participation, discuss the
study, and administer IRB requirements. Students were asked to
participate in exchange for three perfect daily quiz scores, which
they would receive regardless of how well they performed in the
study. Not participating was guaranteed to not have any negative
consequences on their grades. A total of 36 out of 41 students chose
to participate. Because there were two sections of the course, the
first section was chosen as the control group (n=17) and the second
section as the experimental group (n=21). Students in both control
and experimental groups signed up for a time slot to meet one
of the researchers in the lab for an hour-long one-on-one session
where the student was observed completing a programming assign-
ment using the think-aloud protocol [39]. The session consisted
of a five-minute warm-up exercise to help the student become
familiar with the task of talking aloud as suggested by [44] and
[49], a 35-minute programming task where the student was given a
problem in Athene and asked to solve it in the allotted time, and a
20-minute detailed feedback session where each student was given

personalized advice based on the observations of the researcher.
This hour-long one-on-one format is based on the methodology of
Prather et al. [36]. The programming language students used was
C++.

The general format of the think-aloud study follows the usability
testing guidelines found in Rubin and Chisnell [39], including pre-
and post-testing checklists and scripts. At the beginning of each
think-aloud session, the evaluator read from a script outlining the
reason for the session, the goal of the session, and what was ex-
pected of the student. The warm-up exercise was to write a program
that would output "Hello, world." This particular task was chosen to
reduce cognitive load introduced by the programming task during
the warm-up. After completing the warm-up exercise, students
were asked to complete the programming task within a time limit
of 35 minutes. The task was this: given n integers, compute whether
there were more positive or negative integer numbers provided as
input. For this problem, students would need to understand the
following concepts: console input, console output, conditionals, and
loops. This problem is identical to the one used by Prather et al. [36].
The course was structured in such a way that the problem corre-
lated with course topics at the time and therefore should have been
familiar but moderately challenging. While each student worked
to solve the problem, a researcher took extensive notes on what
the student did and said. Interactions during the programming task
between the researcher and student were kept to a minimum, as per
Ericsson and Simon [13]. After reading the problem prompt, the
control group was allowed to immediately begin coding, while the
experimental group was immediately directed to solve a test case
quiz inside of Canvas simply asking students to calculate the output
of the program described in the prompt given a random set of input.
Once the students in the experimental group had passed the test
case quiz, they were allowed to begin writing code. This meant that
the experimental group had slightly less time to complete the task
than the control. We discuss and reject this as a potential threat to
validity in Section 3.3.

Prior work has shown that participants trained in metacognitive
strategies exhibit a positive shift in growth mindset [25]. We also
explored this, by investigating whether participants had a shift
towards a growth mindset from pre- to post-testing scores. In both
groups, before reading the problem prompt and after solving the
problem or time had expired, students were asked to answer how
they felt about three growth mindset statements, which we took
from Scott and Ghinea [42]. One statement endorsed a fixedmindset
(Q1. "I do not think I can really change my aptitude for program-
ming") and two statements endorsed the growth mindset (Q2. "I do
not have a fixed level of programming aptitude and hard work can
change it"; and Q3. "I believe I am able to achieve a high level of
programming aptitude, with enough practice"). Participants were
asked to rate how much they agreed with the three statements on
a five-point Likert scale.

3.2 Qualitative Coding Process
Participant observation allowed us to record the participants’ ac-
tions, apparent thought and problem-solving process, and exter-
nal reactions to error messages and other feedback. Participant-
specific data were separately recorded, tagged, and then moved



into ATLAS.ti, a qualitative software analysis package. We used
a collaborative coding process for the initial stage of coding the
qualitative observation session notes [40]. The codebook was devel-
oped collaboratively among multiple researchers. Two researchers
then independently coded 10% of the data (without knowing how
the other had coded the data). A third researcher used Cohen’s
Kappa [2] to measure agreement between coders and found an
interrater reliability rate of 67.2%, which is classified as "substantial
agreement" [27]. With this initial step complete and having verified
the accuracy of the double-blind coding process, a second step was
taken where the two coders worked through their disagreements
about which codes were used, refining the codebook [27]. Follow-
ing this, the lead researcher proceeded to code the rest of the data.
When the first stage was completed, we used ATLAS.ti to identify
major themes within the data. These themes, grounded on the data,
are explored in Section 4.2.

3.3 Threats to Validity
Four threats to the validity of this study are: 1. the potential for
increased cognitive load during the think-aloud sessions; 2. the fact
that the two groups were naturally split into two course sections;
3. the fact that the experimental group had slightly less time than
the control group to complete the main task; and 4. students in the
experimental group may have taken cues from the tasks researchers
asked them to do. We address these in order here

Participants in the think-aloud study were in a one-on-one set-
ting, were asked to think-aloud, and did not have access to any of
their previously written assignments. It is possible that all of these
factors increased student cognitive load in the think-aloud study.
We attempted to offset this ‘think-aloud factor’ by adding in the
warm-up exercise as suggested by Teague et al. [44] and Whalley
and Kasto [49]. Furthermore, students who did not complete the
warm-up exercise were given a correctly working warm-up exercise
to help ensure that students were starting from a common place.
In terms of writing code for the programming task, we asked all
students to use Notepad, which is a plain text editor. This was to
ensure that all students used the same environment, and to prevent
students with knowledge of more advanced programming tools
from utilizing their features for an advantage.

As the control and experimental groups were determined by the
two sections of the course, we conducted a post-test analysis onmid-
term test scores to compare the similarity of students in each group.
The mean score of students in the control group was 0.73 (SD = 0.19)
and the mean score of students in the experimental group was 0.81
(SD = 0.15). An independent samples t-test (unequal variances, two-
tail) showed that the difference in these scores is not statistically
significant (t(29) = 1.43, p = 0.16), allowing us to conclude that that
there is no significant difference in ability between the groups.

As discussed in Section 3, by design, the control group was al-
lowed to immediately begin coding, while the experimental group
was immediately directed to solve a quiz inside of Canvas consisting
of a randomly generated test case. Once the students in the experi-
mental group had passed the test case quiz, they were allowed to
begin writing code. This meant that the experimental group had
slightly less time to complete the task than the control. We do not
believe this is a serious threat to validity for two reasons. First, no

participant in the experimental group spent more than a minute on
the test case quiz. Second, we believe that by requiring students to
reflect on the prompt, we merely formalized a necessary step that
students should have been taking anyway, and is an essential part
of the study design.

Finally, the students in the experimental group may have taken
their involvement in the experiment somewhat more seriously than
those in the control. Students in the experimental group were asked
to solve the test case before coding and somay have spent more time
reading the prompt to pass the quiz and more carefully thinking
about the solution where they would have otherwise not done so.
This is an artifact of our methodology and one we hope to address
in future work.

4 RESULTS
The quantitative data collected from the experiment consisted of
answers to the growth mindset statements, completion times for
both control and experimental groups, number of code submission
attempts, and the number of attempts on the test case quiz by each
student in the experimental group. We first present this quantita-
tive data, followed by insights from the qualitative coding process
discussed above.

4.1 Quantitative Results
Table 2 shows the completion rate, mean time and mean number of
submissions for the experimental and control groups. "Submissions"
refers to a compilation and run against test cases. Participants in the
control group completed the programming task at a rate of 52.94%
and those that completed it took 23.82 minutes on average with an
average of 7.59 code submission attempts. In contrast, participants
in the experimental group completed the programming task at a
rate of 76.19% and those that completed it took 22.62 minutes on
average with an average of 4.48 code submission attempts. From
these basic results, it appears that the intervention helped more
participants complete the programming task compared to those
that did not receive the intervention - the experimental group had
a higher completion rate, faster time, and fewer attempts required
to complete. However, several of the other data points were incon-
clusive as we discuss below.

Table 2: Programming task performance of control and ex-
perimental groups

Control Experimental
Correct completion rate 52.94% 76.19%
Mean time (minutes) 23.82 22.62

Mean code submissions 7.59 4.48

Participants answered the growth mindset questions on a five-
point Likert scale and we mapped their answers into a delta change
value from before and after the programming task. This revealed
a change of +0.308 on average in the control group and +0.000 on
average in the experimental group. This seems to indicate that the
intervention did not have a positive impact on participants’ growth
mindset. This could be explained by the fact that the experimental



group displayed a higher level of growth mindset overall from
the beginning. Another possible explanation for the increase in
growth mindset in the control group (vs none in the experimental),
is that perhaps working a problem and completing it in 35 minutes
increased participants’ confidence in their own abilities. Finally,
recent research has begun to question whether the mindset of a
student impacts performance, with one recent study (published
after we conducted this experiment) concluding that it did not [23].

Finally, only one participant in the experimental group needed
to submit the test case quiz more than once. In that one case, the
student arrived at the correct answer on the second attempt, but did
not complete the programming task. The four other participants
in the experimental group that did not complete the programming
task all correctly answered the test case quiz on the first attempt.
Therefore, this data alone explains very little as there was no corre-
lation between the number of test case attempts and programming
task completion.

4.2 Qualitative Results
We tagged data in 1,116 places in the observation notes and post-
session interviews, using Loksa et al. [25] and Prather et al. [36]
as our theoretical frameworks. As we tagged and coded the data,
trends began to naturally emerge from the data, which are explored
below.

4.2.1 Experimental Group. Participants in the experimental group
who submitted a correct code solution tended to display and verbal-
ize higher metacognitive skills and behaviors. For instance, when
asked to describe how he/she normally goes about solving a prob-
lem in Athene, participant 27 (P27) described themselves as walk-
ing through five of the six stages of problem-solving. Furthermore,
all participants in the experimental group, except for one, verbal-
ized a correct understanding of the purpose of the intervention
when asked directly about it. P31, who completed the problem in 9
minutes, said that the intervention "help[ed] you understand the
problem beforehand, make sure you understand the logic behind
it." Most participants verbalized something similar. However, P31
also added that it, "helped me understand that when you dont́ enter
anything it would be equal," which is an edge case not explicitly
described in the instructions. P43, who completed the problem in
15 minutes, voiced their appreciation for the intervention, saying,
"I usually freak out reading the prompt, but doing a test case helped
me breathe and know that I know how to do it." P29, who completed
the problem in 20 minutes, described how solving a test case im-
mediately after reading the prompt, "made me realize that I didn’t
read the problem very well because I needed to go back and read it
again before I answered the quiz." However, requiring students to
solve a test case before coding did not entirely eliminate students
from struggling with the Assumption metacognitive difficulty (see
Table 1). P21, who completed the problem in 30 minutes, correctly
solved the test case on their first attempt, and then went on to at-
tempt to solve a similar problem students in CS1 had already seen,
"More Even or Odd", where the program must determine if there
are more even or odd numbers provided as input. After the eighth
submission, P21 re-read the prompt, but continued to attempt to
solve the wrong problem, struggling with both the Location and
Achievement metacognitive difficulties. Only after 11 submissions

did P21 re-read the prompt a third time and realize their mistake.
In the post-session interview, P21 said that the intervention was,
"Probably to evaluate the psychology of walking into something
and thinking you may not be able to do it... but it helps you know
that you can do it", which was not at all the intended purpose.

Participants in the experimental group who did not submit a
correct code solution tended toward two behaviors: those that un-
derstood the intervention and those that did not. A few participants
in this group were able to understand the prompt but were un-
able to implement a solution, usually becoming stuck on syntax
or edge test cases. For instance, P33’s code was extremely close
to a correct solution, but they did not understand the purpose of
the intervention, saying, "it wants to see if I can read a program."
Others, however, suffered from various metacognitive difficulties.
P39 faced the Assumption difficulty, thinking that he/she was solv-
ing the problem about even and odds, but discovered this error
upon re-reading the prompt after 12 minutes. Other participants
suffered from the Forming difficulty, such as P42 who struggled to
understand the problem, even after correctly solving a test-case,
and re-read the instructions five times, each time saying things
like, "okay, I’m stupid...that was stupid...dang that changes every-
thing," and, "Oh. Okay. I see now. Well that just makes all that work
pointless." P36 also suffered from the Forming difficulty, but did
not re-read the problem after initially correctly solving a test case.
In the post-session interview, he/she said they did not know why
they were required to solve a test case before beginning to code.
The only participant to incorrectly solve the first test case was
P34, who solved it on the second attempt. He/she also struggled
with the Forming difficulty as he/she repeatedly attempted to count
the number of times there were an equal amount of positive or
negative numbers before the input had ended. In the post-session
interview, he/she said that solving the test case, "tests our problem
skills instead of the computer’s to see if we can spot the differences
first...it made me count how I was formatting the text ’cause my
compiler does it for me." It is clear that P34 did not understand the
intervention.

4.2.2 Control Group. The control group, who were not asked
to solve a test case before they could begin writing code, naturally
separated itself during the qualitative tagging and coding process
into two distinct groups: those that reconsidered the prompt at least
once and those that did not. Ten out of 17 participants did not once
re-read the problem prompt, but only one out of that ten, P07, faced
any kind of metacognitive difficulty. Even though four of the ten did
not arrive at a correct solution, only P07 failed due to an incorrect
conceptual model of the problem (a manifestation of the Forming
difficulty), while the others all struggled with syntax. The other
seven participants in the control group who re-read the prompt
more than once were often inclined to go back multiple times
looking for clues when they became stuck, with one re-reading
only once, four re-reading three times, and one re-reading five
times. P18, who re-read the problem prompt five times, faced the
Forming difficulty, and despite so much time spent re-reading the
prompt, also faced the Dislodging difficulty as re-reading did not
appear to change his/her incorrect conceptual model.



However, metacognitive difficulties involving the participants’
conceptual models of the problems were not the only ones en-
countered. For instance, P17, who re-read the prompt three times,
submitted an incorrect solution 13 times (none of which included
a loop). This was despite the fact that he/she verbalized their con-
fusion as to Athene not recognizing their loop. None of the error
messages that he/she encountered in Athene helped him/her to
realize that they had failed to correctly adapt and implement a
solution, representing a Location difficulty. The others in this group
all re-read the problem prompt displaying multiple metacognitive
behaviors, including forming a correct conceptual model, but faced
syntax issues, some of which were overcome.

5 DISCUSSION
The unexpected results from this study lead to some interesting
implications and a call for further research. First, those in the exper-
imental group were much more successful at solving the problem
than the control group. The qualitative results suggest that, for
those in the experimental group, understanding why the interven-
tion took place seems to correlate with success. Most participants
verbalized that the intervention helped them think through the
problem, including P31 and P29 who said that it helped them un-
derstand the problem or address a wrong idea very early in the
problem-solving process.

Second, contrary to our expectations, two participants in the
experimental group still thought they were solving a different prob-
lem ("More Even or Odd", which they remembered from another
part of the course) than they actually were. This behavior was also
noted by Prather et al. [36] and was the motivating example for de-
signing this particular intervention. We expected this intervention
would prevent students from forming the wrong conceptual model
because students were explicitly made to choose what the output
should be for a given set of input, which included the words "More
Positive," "More Negative," or "Equal". Even more perplexing is that
there were no negative numbers used in the input of the interven-
tion test case quiz, so even if they thought they were solving the
"More Even or Odd" problem, there was no case where answering
Equal would have made sense if a participant was trying to solve
that problem with the input provided. However, we cannot know
how many students would have confused the present problem for
another, but were prevented from doing so due to the interven-
tion. Based on the overwhelmingly positive qualitative feedback
from the experimental group indicating how much the intervention
helped them, it is possible that it helped a few escape this issue.
One possible explanation for the described phenomenon is that
it is an artifact of the intervention using randomly generated test
cases and that some sets of input could be interpreted as from the
"More Even or Odd" problem. Therefore, one outstanding question
is: How do randomly generated test cases impact studies like this?
Perhaps if students had to solve two or three test cases that were
carefully crafted to expose different gaps in their conceptual mod-
els, then it might prevent the Assumption difficulty, and perhaps
help mitigate against the Forming difficulty as well. Overall, there
was no clear distinction between the groups in terms of qualitative
results, with the experimental group showing difficulty with at
least four of the five difficulties (Assumption, Location, Achievement,

and Forming), and the control group demonstrating at least three
(Location, Forming, and Dislodging).

Third, we expected that re-reading the problem prompt would be
associated with a higher likelihood of solving the problem for those
in the control group, but from our results, that is clearly not the
case. In fact, it seems like exactly the opposite. One possible expla-
nation for this effect is that the students who already possess some
metacognitive abilities only need to read the prompt once before
successfully reinterpreting the prompt and creating an accurate
conceptual model. This suggests that re-reading the prompt could
be an indicator of metacognitive difficulties. This leads us to another
outstanding question: Is there a correlation between number of times
a student re-reads a problem prompt and the number and severity
of metacognitive difficulties faced? Understanding this relationship
would provide a better look into how and why students lacking
metacognitive abilities are struggling to create correct abstractions
and conceptual models of the problems they are asked to solve and
could provide a fruitful avenue for future automated assessment
tool modification.

6 CONCLUSION
In this paper, we presented a think-aloud study of CS1 students
in order to determine if specific modifications to an automated
assessment tool would improve metacognitive awareness in novice
programmers.

Our quantitative data showed promising results, particularly
with a higher completion rate, faster completion time, and fewer
attempts required to complete for the experimental group. However,
data on the pre- and post-test questions, and results on the test case
quiz completion were not conclusive. Nonetheless, qualitative data
showed that participants in the experimental group who submit-
ted a correct code solution tended to display and verbalize higher
metacognitive skills and behaviors, especially regarding correct
conceptual models of the problem.

Other indicators showed mixed results, with some participants
demonstrating signs of good metacognitive awareness, but others
obviously struggling with several of the metacognitive difficulties
that novices face when using automated assessment tools identi-
fied by [36] (Table 1). There was no clear distinction between the
groups, with the experimental group showing difficulty with at
least four of the five difficulties (Assumption, Location, Achievement,
and Forming), and the control group demonstrating at least three
(Location, Forming, and Dislodging).

The primary contribution of this work is two-fold. First, our
results indicate that this line of research, although not conclusive,
warrants future work. Second, we have identified two specific ques-
tions for future work: 1.How do randomly generated test cases impact
studies like this? and 2. Is there a correlation between the number
of times a student re-reads a problem prompt and the number and
severity of metacognitive difficulties faced?

Our future work includes replicating this work at a larger scale,
with higher numbers of participants from multiple diverse insti-
tutions. We feel this is required as the results from this study are
promising but not conclusive. In addition we aim to work towards
answering the two questions set out above.
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