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1-Bit Observation for Direct Learning Based
Digital Predistortion of RF Power Amplifiers

Haoyu Wang, Gang Li, Chongbin Zhou, Wei Tao, Falin Liu, and Anding Zhu, Senior Member, IEEE

Abstract—In this paper, we propose a low-cost data acquisition
approach for model extraction of digital predistortion (DPD) of
RF power amplifiers. The proposed approach utilizes only 1-bit
resolution analog-to-digital converters (ADCs) in the observation
path to digitize the error signal between the input and output
signals. The DPD coefficients are then estimated based on the
direct learning architecture using the measured signs of the
error signal. The proposed solution is proved to be feasible in
theory and the experimental results show that the proposed
algorithm achieves equivalent performance as that using the
conventional method. Replacing high resolution ADCs with 1-
bit comparators in the feedback path can dramatically reduce
the power consumption and cost of the DPD system. The 1-bit
solution also makes DPD become practically implementable in
future broadband systems since it is relatively straightforward
to achieve an ultra-high sampling speed in data conversion by
using only simple comparators.

Index Terms—Analog-to-digital converter (ADC), digital pre-
distortion (DPD), error signal, linearization, low resolution,
power amplifier (PA), wideband.

I. INTRODUCTION

IN the past twenty years or so, digital predistortion (DPD)
has become one of the most popular linearization tech-

niques for radio frequency (RF) power amplifiers (PAs) in
wireless communication systems, especially in cellular base
stations [1], [2]. Although it already seems to be a well-
established technique at current stage, DPD is still facing
new challenges since the development of the next generation
communication system never stops [2], [3]. For instance, most
current DPD solutions are employed in middle to high power
base stations where power consumption and cost of DPD units
are negligible [2]. In future networks, small-cell base stations
will be deployed, where the output power of the PA becomes
much lower and thus the power consumption and cost of the
digital components become an issue. There are many efforts
having been made to address this issue. One idea is to employ
new algorithms to simplify the DPD model. For example,
compressed sensing (CS) has recently been introduced to DPD
to reduce the model complexity [4]–[6]. It also has been
shown that some of the distortion compensation, that is usually
done at the transmitter side, can be moved to the receiver
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side, to reduce the complexity and power consumption of the
transmitters in small cells [7], [8].

One of the main concerns in DPD implementation is the
bandwidth requirement of the feedback path that is used to
capture the output signal from the PA for the purpose of
model extraction. With carrier aggregation (CA), the signal
bandwidth in long-term evolution-advanced (LTE-A) is up to
100 MHz already and it will be increased to 160 MHz or wider
soon [3]. For the coming 5th generation (5G) systems, the
signal bandwidth will be even wider. In DPD, the bandwidth
of the feedback path usually requires five times of the signal
bandwidth which means that mutli-giga samples per second
(GSPS) analog-to-digital converters (ADCs) are required. The
existing and forthcoming data converter technologies, however,
could hardly meet this requirement.

Some solutions have been proposed to reduce the sig-
nal bandwidth requirement. The band-limited method was
proposed in [9] but it requires an extra bandpass filter in
the RF transmit chain that is difficult and costly to design.
The analog aliased sampling method in [10] can reduce the
sampling rate but it needs additional analog aliasing operation.
The spectral extrapolation based algorithm was reported in
[11] and in [12] a forward model was first carried out and
then DPD coefficients can be estimated. In [13] a two-stage
DPD, i.e., a static nonlinear box cascaded with a dynamic
weak nonlinear box, was proposed to decrease the feedback
bandwidth. The method proposed in [14] was designed just for
concurrent dual-band signals. All of the methods mentioned
above require the acquisition bandwidth not narrower than
the signal bandwidth. Contrarily, [15] proposed an algorithm
based on random demodulation, with which an ultra-narrow
feedback bandwidth is enough for wideband DPD, but it
requires an extra random sequence generator in the analog
domain which is hard to implement due to the cost and time-
alignment issue.

Besides the sampling rate, the other issue relating to ADC
is the resolution. Before training the DPD model, the output
signal of the PA is digitized. The number of quantization bits
depends on the actual system requirement. Usually in a real
system, a 14-bit ADC is needed to give a minimum noise floor
of -70 dBc [16]. Designing a 14-bit ADC with multi-GSPS is
very challenging and costly [17]. It is therefore desirable that
the required resolution can be reduced; however, this is not a
straightforward task, since reducing the resolution of ADC is
equivalent to increasing the noise floor of the feedback signal,
which is critical to the accuracy of DPD modeling. Y. Liu et
al. proposed a method in [18] to reduce the ADC dynamic
range, but a minimum 8-bit ADC is required for achieving
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comparable linearization performance with the conventional
DPD. A 1-bit estimator was proposed to quantize the phase
of the original input signal in [19] to reduce the complexity
of model identification while the resolution requirement for
ADCs remains the same.

In this paper, a novel direct learning architecture (DLA)
based 1-bit quantization method is proposed. The proposed
method utilizes only 1-bit resolution comparators to measure
the error signal that is then used for DPD coefficients training.
The proposed approach dramatically reduces the cost of the
feedback chain. Moreover, both theoretical derivation and
experimental tests show that the proposed method can be
extended to the systems transmitting very wideband signals.

This paper is organized as follows. Section II introduces
the proposed 1-bit observation method after reviewing the
conventional direct learning architecture. In Section III, the
time alignment, power alignment, optimization of convergence
speed and the overall system complexity are discussed. The
experimental results are given in Section IV, followed by a
conclusion in Section V.

II. THEORETICAL DERIVATION

The principle of DPD is that a digital block, called predis-
torter, is inserted into the transmitter chain to preprocess the
input signal before it enters the RF PA. If the two nonlinear
systems, i.e., the predistorter and the PA, exactly invert each
other, a highly linear system can be achieved. In order to
extract the coefficients of the predistorter, a small fraction
of the transmit signal is transferred back to baseband via
a feedback loop. Two architectures are generally employed
for model extraction: direct learning and indirect learning
architecture (IDLA). The difference between DLA and IDLA
has been investigated in [20]. The IDLA estimates the post-
inverse of the PA first and then copies the coefficients of the
post-inverse estimator to the pre-inverse one. The IDLA can
be run in an open-loop fashion. While the DLA is usually
used in closed-loop systems and it compares the PA output
with the original input directly. In low resolution systems, the
performance of IDLA is limited, while DLA is able to identify
the changes between input and output signals effectively,
especially in the 1-bit method we will propose in Section II.B.
As a result, the DLA is used for DPD modeling in this paper.

A. Conventional Direct Learning Architecture

The simplified conventional DLA block diagram is shown
in Fig. 1 [21], [22], where the bold lower-case vectors x and y
represents the input and output sequences, respectively. More
specifically, x and y are expressed as

x = [x(n−K + 1), x(n−K + 2), . . . , x(n)]
T ∈ CK×1,

y = [y(n−K + 1), y(n−K + 2), . . . , y(n)]
T ∈ CK×1,

(1)
where K is the length of the sequences used for training,
x(n) and y(n), n ∈ Z are baseband input and output signals,
respectively, and (�)T denotes the matrix transpose. The output
of digital predistorter is denoted by z(n), and its corresponding
vector form is z. Various behavioral models can be used to

DPD PA

Model

coefficients

extraction

x z

y

Fig. 1. Simplified DPD block diagram based on direct learning architecture.

describe the input-output relationship of the DPD [1]–[3]. For
instance, the baseband equivalent expression of Volterra model
is given by

z(n) =

P∑
p=1
p:odd

M∑
m1=0

· · ·
M∑

mp=0

hp(m1, . . . ,mp)

×
(p+1)/2∏

l=1

x(n−ml)

p∏
l=1+(p+1)/2

x∗(n−ml),

(2)

where hp is the p-th order Volterra kernel, P and M are the
nonlinear order and memory depth, respectively, and (2) can
be rewritten in a matrix form as

z = Xh. (3)

In (3), each row of X ∈ CK×L consists of all of the product
terms appearing in (2), and h ∈ CL×1 is the coefficient vector
with the length of L. Let g(�) be the transfer function of PA,
then the output of PA can be expressed as

y = g(z) = g(Xh). (4)

The cost function of the DLA-based DPD system is the
l2 norm of the difference between the output and input of
the system, i.e., ∥y − x∥22. Newtons method is one of the
most popular candidates that solve this kind of nonlinear
problem. To do so, the Jacobian and Hessian matrices, i.e.,
first-order and second-order derivatives of the cost function,
are calculated first. Then the DPD coefficients can be updated
in an iterative procedure [11], [21], [22]:

hk+1 = hk − µ
(
XHX

)−1
XH(y − x), (5)

where (�)H represents the Hermitian transpose, and the damp-
ing factor µ 6 1.

To achieve a relatively good performance using (5), one
needs high resolution of the feedback signal, e.g., 14-bit
ADC to digitize the output of PA, which is one of the main
bottlenecks for DPD applications in the next generation com-
munication systems. In the next subsection, we will discuss
the detail of the proposed novel 1-bit observation algorithm,
which exhibits comparative performance with the conventional
method.

B. Proposed 1-Bit Observation for Direct Learning Based
Digital Predistortion

In a DLA-based DPD system, the difference between the
output and input signals, y(n) − x(n), should be properly
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measured sample by sample, as demonstrated in (5). Both
x(n) and y(n) are baseband complex values, consisting of
the in-phase and quadrature (I/Q) signals. They have the form
of

x(n) = xI(n) + j · xQ(n),

y(n) = yI(n) + j · yQ(n),
(6)

where xI(n), xQ(n), yI(n) and yQ(n) are all real values.
An arbitrary real number can be written in the way that its
sign multiplies its magnitude, i.e., a = sign(a) · |a|, a ∈ R.
If the magnitude information |a| is already known or can be
estimated in an easy way, sign(a) is the only thing that needs
to be measured to calculate the number a.

By defining ∆I(n) = yI(n)−xI(n) and ∆Q(n) = yQ(n)−
xQ(n) as the error samples for the real and imaginary parts,
respectively, the difference between the output and input can
be expressed as

y(n)− x(n) = (yI(n)− xI(n)) + j · (yQ(n)− xQ(n))

= sign (∆I(n)) |∆I(n)|
+ j · sign (∆Q(n)) |∆Q(n)| .

(7)

Because PA is a nonlinear device, without linearization, sig-
nificant distortion can be introduced into the transmit signal,
especially if the PA is run into deep compression. In a real
application, however, e.g., LTE, the signal has non-constant
envelope and the amplitude of the signal follows a Gaussian-
like distribution. Only a small percentage of the signal with
high amplitudes is affected severely by the deep compression.
The magnitudes of the most error samples are relatively small,
compared to the original input. Furthermore, although |∆I(n)|
and |∆Q(n)| could hardly be strictly equal, they have the
same statistical properties and during DPD training, the errors
decrease with the number of iterations and they both approach
zero when the training converges. In this work, during the
model training process, we assume that the magnitude of
the error sample I/Q can be approximately made equal to
an updating constant, namely, |∆I(n)| ≈ |∆Q(n)| ≈ ĉ(n).
Equation (7) then becomes

y(n)− x(n) ≈ ĉ(n) (sign (∆I(n)) + j · sign (∆Q(n)))

= ĉ(n)sign (∆(n)) ,
(8)

where ∆(n) = ∆I(n)+ j ·∆Q(n) and sign(∆(n)) calculates
the signs of real and imaginary parts of ∆(n) separately. The
vector form for (8) is given by

y − x = [∆(n−K + 1),∆(n−K + 2), . . . ,∆(n)]
T

≈

 ĉ(n−K + 1)sign (∆(n−K + 1))
...

ĉ(n)sign (∆(n))


≈ ĉ[sign (∆(n−K + 1)) , . . . , sign (∆(n))]

T

, ĉ ·∆s,

(9)

where ∆s is defined as a column vector that consists of the
signs of each I/Q sample. By substituting (9) into (5), it yields

hk+1 = hk − ĉk
(
XHX

)−1
XH∆s. (10)

I
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c =(            )

Fig. 2. Demonstration of the relationship between conventional DPD and the
proposed 1-bit DPD.

As it can be seen, the data matrix X is already known, and
ĉk is treated as the step size for the k-th iteration. Note that
the damping factor µ in (5) is combined into ĉk to simplify
the expression and this has no impact on the final result. Only
the sign information of the error signal is thus needed for
conducting the calculation in (10). This enables using 1-bit
ADCs to digitize the error signal.

The difference between the proposed algorithm in (10) and
the conventional one in (5) is demonstrated in Fig. 2. The
grey dots are the error samples, and the circle in black line
denotes the objective of the conventional method with radius
equaling the root mean square (RMS) of magnitudes of the
error samples, while the two squares represent the targets of
the proposed method with different step sizes. In the proposed
algorithm, the error samples are approximately averaged to
the vertexes of the square, e.g., the error samples in the first
quadrat are moved to the upper-right vertex of the square.
Equation (10) is similar to that used in the simultaneous
perturbation method [23], [24], where a Bernoulli process
is carried out to estimate the gradient. How to choose an
appropriate step size ĉk is critical. If it is properly chosen,
(10) achieves comparative performance as (5). This issue will
be discussed in detail in Section III.

III. SYSTEM IMPLEMENTATION

A. System Description

The block diagram of the proposed 1-bit observation DPD
system is illustrated in Fig. 3. The main difference from
the conventional DPD is that, in the feedback path, after
demodulation, the analog I and Q signal is sent to a comparator
to compare with the original input, respectively, to obtain the
sign of the error signal, instead of being fully digitized. In this
configuration, an additional digital to analog conversion path,
path 2 as highlighted in Fig. 3, is added to convert the original
digital I/Q to the analog domain to make the comparison. The
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Fig. 3. Proposed 1-bit observation DPD system.

comparators here are equivalent to the conventional ADCs
working with only 1-bit. The signs of the error signal are then
sent to the DPD training block for model extraction.

Before model extraction, time delay between the input and
output samples must be properly calibrated. In the conven-
tional system, time alignment is conducted in the digital
domain by comparing the input and output data samples.
In the proposed system, because only 1-bit comparators are
used, the high resolution output samples are not available. A
special time alignment methodology must be developed, which
will be discussed in the following subsection. To facilitate
time alignment, the sign of the output signal can be obtained
by using the existing comparators with the reference level
switched to ground, shown in Fig. 3.

Another issue is power alignment. In the conventional sys-
tem, power alignment is also done in the digital domain in both
conventional DLA-based and IDLA-based DPDs [25], [26]. In
the proposed system, power alignment must be carried out in
the analog domain, because only the input and output signal
levels are aligned properly, the sign of the error signal then
be obtained correctly. The attenuation level of the attenuator
thus must be properly chosen to ensure the powers between
input and output signals are aligned before they enter the
comparators. In real systems, some power control modules,
e.g., variable gain amplifiers (VGAs) [27], can be applied to
facilitate the implementation.

B. Time-Alignment Algorithm

Calculating cross-correlation between the input and output
signals in the time domain [28] for time alignment is a com-
mon approach in the conventional DPD training algorithms.
This is, however, not practical in the proposed system, since
only the signs of the output signal can be obtained. Directly
calculating the cross-correlation between the signs of the input
and output in the time domain will cause large errors. In this

paper, instead, we suggest to use the frequency domain based
algorithm to estimate the time delay [29], [30].

Fourier transform (FT) states that a delay in the time domain
is equivalent to a phase rotation in the frequency domain.
The time delay can thus be calculated from the measured
phase rotation in the frequency domain. For a given set of
time domain data samples, after discrete Fourier transform
(DFT), the phase-frequency relation is a simple linear function
expressed as

φ = s · f + b, (11)

where φ and f are phase rotation and frequency, respectively,
s is the slope which is directly proportional to the time delay,
b is a constant related to phase shift in the time domain. s and
b can be estimated by using the least squares (LS) algorithm
with the frequency domain data samples. Once the slope s is
obtained, the time delay is calculated as

tdelay = −Nŝ

2π
, (12)

where N is the total number of samples used for DFT
calculation, and ŝ is the estimated slope for s in (11).

The reason why the time domain cross-correlation does not
work in this case is because the signal amplitudes are only
at two levels. If we transform it into the frequency domain,
however, the signal power in in-band is still much higher than
the noise floor, despite of high quantization noise. This is
illustrated in Fig. 4 where the spectra of a LTE signal with
different time domain resolutions are given. To simplify the
illustration, only quantization noise is considered here. From
the figure, we can see that the noise floor increases while the
number of bits reduces. Despite the high noise floor with 1-
bit sampling, the signal power in in-band is higher than the
noise about 6 dB. If we use these in-band values to form the
equation in (11), we should be able to find the slope s and
thus calculate the time delay between the input and output



5

−40 −30 −20 −10 0 10 20 30 40
−140

−120

−100

−80

−60

−40

−20

Frequency (MHz)

P
ow

er
 S

pe
ct

ra
l D

en
si

ty
 (

dB
/H

z)

 

 

14−bit
13−bit
8−bit
1−bit

~ 36 dB

~ 6 dB

~ 78 dB

Fig. 4. Power spectral density comparison of 20 MHz LTE signal with
different resolutions.

signals employing (12). To avoid large errors at the edge of
the spectrum, only the center part of the DFT components,
e.g., samples within 80% of the bandwidth, may be used.

Some example test results are given in Fig. 5 to demonstrate
the effectiveness and feasibility of the frequency domain
algorithm under the scenario of low resolution. A 20 MHz
long-term evolution (LTE) signal was sent to the PA. The
output signal was captured with a 14-bit resolution ADC and
the delay between the output and the original input signal
was estimated to be 4.15 sample intervals (SI), with the cross
correlation method in the time domain. For comparison, we
obtain the sign of the input and output signals from the high
resolution version and then estimate the time delay in the
frequency domain. In Fig. 5 (a) and (b), the estimated time
delay is 4.141 SI by utilizing the frequency domain based
algorithm with the high resolution signal, while 3.670 SI is
obtained using 1-bit resolution. Although the estimated delay
in (b) is less accurate than that in (a), the results become better
when the time delay is relatively small as shown in Fig. 5 (c)
and (d), in which the original input signal was first delayed by
3.670 SI in the digital domain. In these cases, the actual delay
is 0.475 SI. The algorithm using high resolution signal almost
predict the accurate delay, i.e., 0.473 SI, while the estimated
delay using 1-bit resolution is 0.462 SI, with only 0.013 SI
difference. It is recommended that the time delay should be
less than 1/64 ≈ 0.016 SI to achieve reasonable linearization
performance [31]. As a result, repeating calculations for three
or four times are enough for the time delay estimation.

In the conventional system, time delay is only required to be
calculated for aligning the captured input and output samples
in the digital domain for model extraction purpose. In the
proposed system, as described in Section II.B and shown in
Fig. 3, the PA output is compared directly with the original
input in the analog domain to find the sign of the error. This
leads that the time delay between path 1 and path 2 must
be fully calibrated before data acquisition. To do so, in this
work, we propose to find the time delay from input to output
for path 1 and path 2 respectively first, and then tune the time
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Fig. 5. Time delay estimation using the frequency domain based algorithm. (a)
High resolution signal with 4.15 SI delay. (b) Low resolution signal with 4.15
SI delay. (c) High resolution signal with 0.475 SI delay. (d) Low resolution
signal with 0.475 SI delay.

delay block in the input of path 2 to align the two paths. To
proceed, as illustrated in Fig. 3, we first set the two switches
in path 1 connected to SW-II (ADC) and the other two in
path 2 connected to SW-I-1 (ground) so that the comparators
directly measure the signs of the output signal from the PA
to estimate the delay in path 1, t1, by using the frequency
domain estimation approach proposed earlier. We then switch
path 1 to SW-I-2 (ground) and connect path 2 to SW-II (ADC)
to estimate the time delay in path 2, t2. Once both t1 and t2
in the two paths are estimated, it is ready for the system to
work in Mode II, and the two delay blocks on the left part
of Fig. 3 are switched on to delay the input signal by t1 − t2
(assuming t1 > t2). The detailed procedure of the proposed
time alignment algorithm is given in Table I.

In the conventional system, calibrating fractional time delay
in the discrete time domain may involve large computation.
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TABLE I
PROCEDURE OF TIME ALIGNMENT

1 Estimate time delay t1 for path 1
1.1 Connect path 1 to SW-II (ADC), path 2 to SW-I-1 (ground).
1.2 Measure the signs of PA output signal sign(y).
1.3 Initialize t1 = 0, ∆t = 0, i = 0, xi = original input x.
1.4 repeat

1.5 Calculate time delay ∆t between sign(y) and xi by
utilizing (11) and (12).

1.6 Delay xi by ∆t in the digital domain, denoted by xi+1.
1.7 Update t1 as t1 = t1 +∆t.
1.8 Update i as i = i+ 1.

1.9 until ∆t < 1/64 SI.
2 Estimate time delay t2 for path 2

2.1 Connect path 1 to SW-I-2 (ground), path 2 to SW-II (ADC).
2.2 Measure the signs of signal sign(x) in path 2.
2.3 Repeat 1.3-1.9.

3 Connect both path 1 and path 2 to SW-II (DPD training mode).
4 Delay the original input signal by t1 − t2 in path 2.

In the proposed approach, the time delay can be adjusted
by using analog components in path 2 and thus complex
digital interpolation can be avoided, though the analog design
requirement is higher.

C. Estimation of the Step Size

Another important issue in the proposed model extraction,
i.e., (10), is the choice of the step size ĉk, which is critical
to the linearization performance as well as the convergence
speed. If the step size is too small, the algorithm may converge
very slowly, contrarily if it is too large, the performance can
be very poor.

As was mentioned in Section II.B that the proposed method
is somewhat similar to the simultaneous perturbation method,
ĉk typically has the form of

ĉk =
c0
kγ

, (13)

where c0 and γ are constants which should be properly chosen,
k is the iteration number started from 1. It is effective to set
c0 at a level approximately equal to the standard deviation of
the measurement [32], i.e., the standard deviation of y− x in
the first iteration. As the error samples show zero mean, the
radius of black circle in Fig. 2 can be evaluated by the standard
deviation of y−x. Unfortunately, the difference between input
and output is not directly obtained in the proposed method. As
a result, a new formula should be developed to estimate the
standard deviation properly and effectively.

For a given PA, the AM-AM characteristic can be obtained
from the datasheet, or measured from a simple single-tone
test under a specific frequency. Lets define P peak

in as the peak
input power under a given average input power level and the
peak-to-average power ratio (PAPR) of the original signal. The
corresponding actual peak output power is denoted by P peak

out

and the expected peak output power with the small signal
gain is P peak,sg

out . Here we propose a novel algorithm using
the characteristic of PA, the RMS of the input sequence x

defined in (1) and signal bandwidth to predict c0. It can be
expressed as

c0 = λ×
(
0.5 +

B

100 MHz

)
× rms

(
x

max |x|

)
×

(√
P peak,sg
out

P peak
out

− 1

)
,

(14)

where λ is a damping factor defined in the region (0, 1], and B
denotes the input signal bandwidth. If the peak input power is
equal to the power where 1 dB compression just appears, the
signal bandwidth is 20 MHz and assume the RMS of the input
sequence to be 0.46, then the standard deviation approximates
c0 = (0.5+0.2)×0.46×(101/20−1) ≈ 0.04 by utilizing (14).
The damping factor λ is to fine tune the step size. Usually
λ is set to 1 for simplicity. In practical, if the linearization
performance is more important than the convergence speed,
the value of λ can be reduced, e.g. λ = 0.8.

Another factor in (13), γ, is also important for the conver-
gence speed and accuracy. A general criterion for choosing a
reasonable γ is that the ratio between the two adjacent step
sizes satisfies

ĉk−1

ĉk
≈

std(y − x)k−1

std(y − x)k
, (15)

where std(�) denotes the standard deviation of a sequence. It is
often difficult to evaluate the standard deviations in (15). One
should try many possible values and then determine which one
is the best for a particular system. Based on our test cases, the
factor γ can be obtained by

γ = 5c0 +
√
2 · rms

(
x

max |x|

)
. (16)

During model extraction, multiple iterations are normally
conducted, and after each iteration, the step size ĉk, obtained
from (13), will continuously decrease, and ideally it should
approach zero when the system converges. However, in a real
system, due to measurement errors and noise, to make the
system stable, we should set a predefined threshold δ, and
when ĉk is smaller than δ, it remains unchanged, i.e., ĉk =
max(c0/k

γ , δ).

D. Overall Complexity Comparison

The proposed 1-bit observation method uses only two
simple comparators to quantize the error signal, as shown
in Fig. 3. Removing high resolution ADCs from the system
can drastically reduce the power consumption as well as the
cost of the feedback loop, since the ADC is the one of
the most expensive and power consuming components in the
RF front-end [12]. Although an extra DAC is inserted, the
overall complexity of the proposed method is still much less
than that of the conventional one. A roughly estimated power
consumptions are listed in Table II, based on the commercial
devices available from the official website of Analog Devices
Incorporated. Assuming the DPD correction bandwidth is 500
MHz, the total power consumption of the proposed method is
1.26 W, which is much less than that of the conventional one.

Since only 1-bit comparators are required in the proposed
feedback loop, the sampling speed can be pushed to much
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TABLE II
COMPLEXITY COMPARISON BETWEEN PROPOSED AND CONVENTIONAL

DPD

Conventional Proposed

DAC

Model type AD9779 AD9779 AD9136

Number 1 2 2
Sampling rate
(MSPS)

500 500 2000

Resolution
(Bits)

16 16 16

Approx. power
consumption

0.6 W 1.2 W 2.9 W

ADC

Model type AD9684 ADCMP553 ADCMP573

Number 1 2 2
Sampling rate
(MSPS)

500 500 2000

Resolution
(Bits)

14 1 1

Approx. power
consumption

2.2 W 0.06 W 0.2 W

Total power
consumption

2.8 W 1.26 W 3.1 W

higher to meet the wider bandwidth requirement for future
systems. For instance, a system with a 2 GSPS sampling rate
may be used in the proposed DPD. This system can handle
4 times wider signals than that using the conventional system
but it consumes an equivalent level of power. As a result, the
proposed DPD is a very promising solution suitable for the
systems transmitting very wideband signals.

In terms of computational complexity, the proposed algo-
rithm in (10) also outperforms the conventional method in (5).
Firstly, (5) has K (the number of samples) more extra complex
addition operation, i.e., y− x, than (10) since the error signs
in vector ∆s are obtained from the two analog comparators
directly. Secondly, the complex multiplications of XH∆s in
(10) require less hardware resources than that of XH(y − x)
in (5). This is because the low resolution values require less
storage and exhibit faster read and write operations than the
high resolution samples. In summary, the overall complexity
of the proposed 1-bit DPD method is much less than that of
the conventional DLA-based DPD.

IV. EXPERIMENTAL RESULTS

Various experimental tests were conducted to evaluate the
proposed method. Fully implementing the proposed 1-bit
data observation based DPD in hardware shown in Fig. 3
is difficult because the two data acquisition paths must be
realized in an analog circuit chip which will take considerable
time and efforts to accomplish. For proof of concept, in this
work, we use a conventional DPD test bench to capture high
resolution output signals from PA output and then convert
to the low resolution samples in MATLAB to emulate the
scenario employing the real 1-bit observation approach. The
test bench set up, shown in Fig. 6, is the same as that used
in [9] except the PA. It consists of a baseband board, an RF
board, a spectrum analyzer and a broadband Doherty PA [33]

RF Board

Baseband Board

(FPGA)

PC

Doherty PA

Spectrum

Analyzer

Coupler

Attenuator

Fig. 6. Experimental test bench setup.

operated at 2.14 GHz. The baseband board was designed to
configure the RF board, generate and digitize the input and
output signals, respectively. The quadrature modulation and
demodulation were performed in the RF board and DPD signal
generation was conducted in MATLAB.

A. Proposed Method versus Conventional Method

To validate the feasibility of the proposed method, we first
assume the input and output signals are perfectly time aligned,
and the output signal is normalized so that the average power
of the output is the same as that of input signal.

1) Evaluation with 20 MHz LTE signal: A single carrier
LTE signal with 20 MHz bandwidth and 6.8 dB PAPR is
used to excite the PA in the first test. A decomposed vector
rotation (DVR) model [34] is used as the DPD model, with
the partition number of 8 and memory depth equaling 3. The
measured average output power of PA is 33.55 dBm, and the
average input power is 20.79 dBm which is obtained from
the input-output power curve [33]. The peak input power is
20.79+6.8 = 27.59 dBm. Again from the input-output power
curve, the peak output power is P peak

out = 39.36 dBm. The PA
has a small signal gain of approximately 12.84 dB, so the ex-
pected peak output power is P peak,sg

out ≈ 27.59+12.84 = 40.43
dBm. The RMS value of the input sequence is 0.464. By using
(14) and assuming λ = 1, the initial step size c0 is computed as
c0 = (0.5+0.2)×0.464×(10(40.43−39.36)/20−1) ≈ 0.04. Then
we obtain γ = 5×0.04+0.464×1.414 ≈ 0.9 by utilizing (16).
The step size µ of conventional method (5) is set to 1. There
are 32768 input samples in total, and the first 15000 samples
are used for DPD coefficients extraction. The conventional
DPD converges after about 10 iterations, while the 1-bit DPD
takes 5˜7 more iterations to achieve the similar performance.
The power spectral density (PSD) comparison is demonstrated
in Fig. 7(a), from which we can see that the proposed 1-
bit DPD shows comparative linearization performance with
the conventional method. The adjacent channel power ratio
(ACPR) is better than -56 dBc for 1-bit DPD which is only 2˜3
dB worse than that for the conventional DPD. The AM-AM
and AM-PM characteristics are shown in Fig. 7(b), both the
nonlinearity and memory effect of PA are well compensated
by utilizing the proposed 1-bit DPD.

2) Evaluation with 60 MHz UMTS signal: A 12-carriers
universal mobile telecommunications system (UMTS) signal
with 60 MHz bandwidth and 6.8 dB PAPR is used in the
second test. The DPD model is still the DVR model with
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Fig. 7. Measured results for 20 MHz LTE signal. (a) Power spectral density
comparison with and without DPD. (b) AM-AM and AM-PM characteristics
without DPD and with proposed 1-bit DPD.

the partition number of 8 and memory depth of 3. The
measured average output power of PA is 33.70 dBm, and
the average input power is 20.95 dBm which is obtained
from the input-output power curve. The peak input power is
20.95+6.8 = 27.75 dBm. Again from the input-output power
curve, the peak output power is P peak

out = 39.48 dBm. The
expected peak output power is P peak,sg

out ≈ 27.75 + 12.84 =
40.59 dBm. The RMS value of the input sequence is 0.468.
Assume λ = 1 and then the parameter c0 is computed as
c0 = (0.5+0.6)×0.468×(10(40.59−39.48)/20−1) ≈ 0.07. Then
γ is obtained as γ = 5×0.07+0.468×1.414 ≈ 1 by utilizing
(16). The step size µ of conventional method (5) is set to 0.707.
The PSD comparison, AM-AM and AM-PM characteristics
are shown in Fig. 8(a) and Fig. 8(b), respectively. The ACPR
values for both the proposed 1-bit DPD and conventional DPD
are nearly -55 dBc, which again indicates that the proposed 1-
bit DPD has almost the same capability with the conventional
DPD in dealing with the nonlinearity and memory effect of
PA.
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Fig. 8. Measured results for 60 MHz UMTS signal. (a) Power spectral density
comparison with and without DPD. (b) AM-AM and AM-PM characteristics
without DPD and with proposed 1-bit DPD.

Note that the parameters c0 = 0.07 and γ = 1 are just
the recommended values in this test. Other step sizes can also
be used. More test results, in terms of convergence speed,
with different parameters setup are illustrated in Fig. 9, where
NMSE in the vertical axes stands for the normalized mean
square error. From the results, we can see, although different
parameters in a reasonable region show similar performance,
properly designed parameters indeed can help improve the
convergence speed and the linearization performance.

B. Performance Evaluation with Proposed Time Alignment
Algorithm

To validate the proposed time alignment algorithm, the
PA output signal is first quantized with 1-bit resolution in
MATLAB, and then the original signal is synchronized with
the low resolution output signal by utilizing the frequency
based time aligning procedure proposed in Section III.B. Note
that in our test bench, the feedback loop has a non-ideal phase
response, more specifically, the feedback signal has a non-
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Fig. 9. Convergence speed of conventional DLA-based DPD and 1-bit DPD
with different parameters setup for 60 MHz UMTS signal. (a) γ = 1 with
different c0. (b) c0 = 0.07 with different γ.

constant group delay, which may have strong impact on the
proposed frequency domain based algorithm. To counteract
this effect, the in-band phase distortion in the frequency
domain is compensated before the time alignment algorithm is
carried out. The feedback signal is time-aligned with the orig-
inal input using conventional algorithm first. We then delayed
the aligned output signal digitally by 5 SI to emulate the real
possible delay between path 1 and path 2, and finally 1-bit
quantized. The proposed time alignment algorithm was then
conducted to calculate the delay between the delayed output
with 1-bit resolution and the original input signal. In our test,
3˜5 iterations are enough for the convergence of the algorithm.
The PSD comparison is shown is Fig. 10, where all the DPD
methods are iterated for 20 times, although more iterations
can still improve the performance of the 1-bit method. The
ACPR result with the proposed time alignment algorithm is
about 5 dB worse than both the 1-bit DPD and conventional
DPD with perfect aligned data. The performance degradation
using the frequency-based time alignment algorithm is mainly
caused by the non-constant group delay in the feedback loop,
which cannot be fully compensated. Actually, in the system
demonstrated in Fig. 3, one can tune the time mismatch
between the input and output signal manually to achieve a
better performance since it is done only once in the initial
setup.

C. Impact of Power Mismatch

The power alignment is implemented in the analog domain
in the proposed 1-bit DPD system, which is different from
the conventional normalization in the digital domain. Due to
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Fig. 10. Power spectral density comparison with proposed time alignment
algorithm and conventional time alignment algorithm (perfect).
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Fig. 11. Power spectral density comparison with different amplitude (power)
mismatches.

the temperature or voltage variation of the analog devices, the
power of the input and output signal sometimes cannot be per-
fectly aligned. The power mismatch issue is evaluated in this
subsection. To emulate the real power variation, both the max-
imum amplitudes of input and output signal are normalized to
1, and the maximum amplitude of output signal is then scaled
to different levels ρ, i.e., ρ = {0.95, 0.98, 0.99, 1.02, 1.05, 1.1}
as shown in Fig. 11. From the PSD comparison, it is clearly
demonstrated that when ρ = 1.02, the linearization perfor-
mance almost keeps unchanged compared to the conventional
DPD. However when ρ increases, the performance degrades.
On the other hand, when ρ < 1, the linearization performance
degrades very quickly with the decrease of ρ. This is because
when ρ < 1, the DPD model is only designed for the signal
in the magnitude region [0, ρ], the samples whose magnitudes
are larger than ρ encounter the extrapolation problem and
large errors may occur. Contrarily, when ρ > 1, although
the power is not perfectly matched, the DPD is capable of
dealing with all the samples falling in the region [0, 1], and
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thus less error appears in this case. The tuning step of the
existing commercial available digital controlled VGAs can be
as small as 0.125 dB/step, which can enable the maximum
scaling factor approximately to 1.029. With integrated circuit
solutions, the tuning precision can be further improved. The
power misalignment between the two paths is thus practically
controllable.

V. CONCLUSION

This paper proposes a low-complexity 1-bit observation
method for estimation of DPD coefficients. The feasibility
of the proposed algorithm is proved in theory and validated
in experimental tests. With the existing ADC technology, it
is possible to achieve either high sampling speed with low
resolution or high resolution with low sampling speed, but
hardly to have both high sampling speed and high resolution
at the same time. The 1-bit observation solution eases the
requirement of ADC in DPD system, and thus reduces both
the power consumption and the cost of the feedback path,
compared to the conventional algorithms with high resolution
data. For future outlook, the proposed method has two main
potentials: 1) Applying DPD in small cells becomes a reality
due to the ultra-low complexity; 2) It is possible to employ
DPD in future broadband systems, such as 5G, since it can
achieve ultra-high sampling speed by using only simple com-
parators. Finally, the authors expect that this technique will
attract significant interests and attention among researchers in
the field of DPD.
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