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Abstract. By using the Caputo (C) fractional derivative and two recently defined al-
ternative versions of this derivative, the Caputo–Fabrizio (CF) and the Atangana–Baleanu
(AB) fractional derivative, firstly we focus on singular linear systems of fractional differ-
ential equations with constant coefficients that can be non-square matrices, or square &
singular. We study existence of solutions and provide formulas for the case that there do
exist solutions. Then, we study the existence of unique solution for given initial conditions.
Several numerical examples are given to justify our theory.
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1 Introduction

In the last decade many authors have studied problems of fractional differential/difference
equations and have derived interesting results on different type of problems for given initial
or boundary conditions, see [1], [10], [11], [12], [13], [14], [15], [16], [18], [23], [24], [27],
[30], [31], [32], [33], [34].

Focus has also been given in the mathematical modelling of many phenomena by using
fractional operators. The theory of fractional differential equations (FDEs) is a promising
tool for applications in nanotechnology, see [5], in physics, see [19], and biology, see [20].
For some other recent contributions & applications in fractional calculus, see [25], [26],
[36], [37], [38], [39].

Fractional-order operators are not just a generalization of the classical integer-order
operators. Because of the way they are defined more elegant techniques are required for
qualitative studies. In many practical cases the existing techniques are not enough.

Singular systems of differential/difference equations appear in control theory, see [9],
in macroeconomics, see [10], circuit theory, see [22], and in the modeling of power systems,
see [28], [29]. In this article we will study singular linear systems of FDEs with constant
coefficients that can be non-square matrices, or square & singular.

In our opinion, despite several studies, there are still parts missing for a complete
and coherent theory of systems of FDEs in order to use this type of systems as a tool
for applications in the applied sciences in a similar way to the classical case. In addition,
generalised FDEs and cases such as singularities of certain systems of FDEs have been
mostly avoided in the framework of fractional calculus. Hence, explicit and easily testable
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methods are required in order to solve generalised systems of FDEs, so that applied re-
searchers can redesign their models in cases where the fractional operators provide better
results than the classical ones.

Definition 1.1. (see [6], [22]) Let Y : [0,+∞) → Rm×1, t → Y , denote a column of
continuous and differentiable functions. Then, the Caputo (C) fractional derivative of
order a, 0 < a < 1, is defined by

Y
(a)
C (t) := Y (a)(t) =

1

Γ(1− a)

∫ t

0

[
(t− x)−aY ′(x)

]
dx. (1)

Recently, a new fractional derivative was defined by Caputo and Fabrizio (see [7]) and it
was followed by some related theoretical and applied results (see [2], [3], and the references
therein). The aim of this fractional derivative was to introduce a new derivative with ex-
ponential kernel. Its anti-derivative was reported in [2] and it was found to be the average
of a given function. We believe that the main idea presented in [7] was to find a way
to describe even better the dynamics of systems with memory effect than other existing
definitions of fractional derivatives in the literature.

Definition 1.2. (see [7], [8]) Let Y : [0,+∞)→ Rm×1, t→ Y , denote a column of contin-
uous and differentiable functions. Then, the Caputo–Fabrizio (CF ) fractional derivative
of order a, 0 ≤ a ≤ 1, is defined by

Y
(a)
CF (t) := Y (a)(t) =

1

1− a

∫ t

0

[
e−

a
1−a (t−x)Y ′(x)

]
dx. (2)

Following the question ”what is the most accurate kernel which better describes it?”,
Atangana and Baleanu, see [4], suggested a possible answer to this by introducing a new
fractional derivative which has a non-local kernel.

Definition 1.3. (see [4]) Let Y : [0,+∞) → Rm×1, t → Y , denote a column of differen-
tiable functions. Then, the modified Caputo (AB) fractional derivative of order 0 ≤ a ≤ 1,
is defined by

Y
(a)
AB (t) := Y (a)(t) =

B(a)

1− a

∫ t

0

Ea

[
−a (t− x)a

1− a

]
Y ′(x)dx. (3)

Where Ea(z) =
∑∞
k=0

zk

Γ(1+ak) , a, z ∈ C, Re(a) > 0 (see [6], [22]). B(a) denotes a normal-

ization function obeying B(0) = B(1) = 1.

Throughout the paper, where Y ′(x) = d
dxY (x), with L we will denote the Laplace trans-

form, see [6], [22] and with 0ij the zero matrix of i rows and j columns. Let Bn1
∈ Cn1×n1

,Bn2
∈ Cn2×n2 , . . . , Bnr

∈ Cnr×nr . Then with the direct sum Bn1
⊕ Bn2

⊕ · · · ⊕ Bnr
we

will denote the block diagonal matrix blockdiag
[
Bn1

Bn1
. . . Bnr

]
.

The article is organised as follows: in Section 2 we use the (C), (CF ), (AB) fractional
derivatives as defined in (1), (2), (3) respectively, and study a class of singular linear
systems of FDEs. We study the existence and uniqueness of solutions and provide two
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different type of formulas for the case that there exist solutions. Finally, in Section 3 we
provide several numerical examples to justify our theory.

2 Main Results

In this section we present our main results. We consider the following system of FDEs

FY (a)(t) = GY (t) + V (t). (4)

Where F,G ∈ Rr×m, Y : [0,+∞] → Rm×1, V : [0,+∞] → Rr×1 and 0 < a < 1. The
matrices F , G can be non-square (r 6= m) or square (r = m) with F singular (detF=0).
With Y (a) we denote the fractional derivative as defined in (1).

Definition 2.1. Given F,G ∈ Cr×m, 0 < a < 1, an arbitrary s ∈ C and an inverse
function z = z(s) ∈ C, the matrix pencil zF −G is called:

1. Regular when r = m and det(zF −G) 6≡ 0;

2. Singular when r 6= m or r = m and det(zF −G) ≡ 0.

Remark 2.1. Given F,G ∈ Cr×m, 0 < a < 1, an arbitrary s ∈ C and an inverse function
z = z(s) ∈ C, if pencil zF −G is:

(a) Regular, since det(zF −G) 6≡ 0, there exists a matrix P : C→ Rm×m (which can be
computed via the Gauss-Jordan Elimination Method, see [35]) such that

P (s)(zF −G) = A(s). (5)

Where A : C→ Rm×m is a diagonal matrix with non-zero elements;

(b) Singular and r > m, then there exists a matrix P : C→ Rr×r (which can be computed
via the Gauss-Jordan Elimination Method) such that

P (s)(zF −G) =

[
A(s)
0r1,m

]
, with P (s) =

[
P1(s)
P2(s)

]
. (6)

Where A : C→ Rm1×m, with m1 + r1 = r, is a matrix such that if [aij ]
1≤j≤m
1≤i≤m1

are its
elements, for i = j all elements are non-zero and for i 6= j all elements are zero and
P1(s) ∈ Rm1×r, P2(s) ∈ Rr1×r.

We will now study the existence of solutions of system (4). We state the following Theorem:

Theorem 2.1. Consider the system of FDEs (4), and let

(i) w = sa−1, if we use the (C) fractional derivative;

(ii) w = 1
s+a(1−s) , if we use the (CF) fractional derivative;

(iii) w = B(a)
1−a

sa−1

sa+ a
1−a

, if we use the (AB) fractional derivative.
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Then there exist solutions for (4) if and only if:

(a) The pencil of the system is regular; In this case the general solution is given by:

Y (t) = Φ0(t)C + Φ(t). (7)

Where Φ0(t) = L−1{wA−1(s)P (s)F}, Φ(t) = L−1{A−1(s)P (s)U(s)}, A(s), P (s) are
defined in (5) and C ∈ Rm×1 is an unknown constant vector. If

L−1{A−1(s)P (s)} = Φ1(t),

by using the convolution theorem an alternative formula is:

Y (t) = Φ0(t)C +

∫ ∞
0

Φ1(t− τ)V (τ)dτ.

(b) The pencil of the system is singular with r > m and

P2(s)F = 0m1,1, P2(s)U(s) = 0m1,1 and m1 = m. (8)

In this case the general solution is given by:

Y (t) = Ψ0(t)C + Ψ(t). (9)

Where Ψ0(t) = L−1{wA−1(s)P1(s)F}, Ψ(t) = L−1{A−1(s)P (s)U(s)}, A(s), P (s),
P1(s), P2(s) are defined in (6), C ∈ Rm×1 is an unknown constant vector. If

L−1{A−1(s)P1(s)} = Ψ1(t),

by using the convolution theorem an alternative formula is:

Y (t) = Ψ0(t)C +

∫ ∞
0

Ψ1(t− τ)V (τ)dτ.

Proof. Let L{Y (t)} = Z(s), L{V (t)} = U(s) be the Laplace transform of Y (t), V (t)
respectively. Using the fractional derivative as defined in (1), (2) and (3), by applying the
Laplace transform L into (4), see [4], [6], [7], [8], [22], we get

FL{Y (a)(t)} = GL{Y (t)}+ L{V (t)},

or, equivalently,
F (zZ(s)− wY0) = GZ(s) + U(s).

Where Y0 = Y (0), i.e. the initial condition of (4). Since we assume that Y0 is unknown
we can use an unknown constant vector C ∈ Rm×1 and give to the above expression the
following form

(zF −G)Z(s) = wFC + U(s). (10)

Where z = z(s), w = w(s) ∈ C, are inverse functions defined as, see [4], [6], [7], [8], [22]:

(i) z = sa, w = sa−1, if we use the (C) fractional derivative;
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(ii) z = s
s+a(1−s) , w = 1

s+a(1−s) , if we use the (CF) fractional derivative;

(iii) z = B(a)
1−a

sa

sa+ a
1−a

, w = B(a)
1−a

sa−1

sa+ a
1−a

, if we use the (AB) fractional derivative.

We have two cases. The first is (a) r = m and det(zF − G) to be equal to a fractional
polynomial with order less than a (regular pencil). The second case is (b) r 6= m or r = m
and det(zF −G) ≡ 0, ∀ arbitrary s ∈ C (singular pencil).

In the case of (a), since the pencil is assumed regular and det(zF − G) 6≡ 0, there ex-
ists a matrix P : C→ Rm×m (which can be computed via the Gauss-Jordan Elimination
Method, see [35]) such that

P (s)(zF −G) = A(s).

Where A : C→ Rm×m is a diagonal matrix with non-zero elements in its diagonal. Then
by multiplying (10) with P (s) we get

P (s)(zF −G)Z(s) = wP (s)FC + P (s)U(s),

or, equivalently,
A(s)Z(s) = wP (s)FC + P (s)U(s),

or, equivalently,
Z(s) = wA−1(s)P (s)FC +A−1(s)P (s)U(s).

The inverse Laplace Transform of the matrix wA−1(s)P (s)F = w(zF −G)−1F always ex-
ists because in all three definitions, (C), (CF), (AB), its elements are fractions of fractional
polynomials with the order of the polynomial in the denominator always being higher
than the order of the polynomial in the numerator. Let L−1{wA−1(s)P (s)F} = Φ0(t)
and L−1{A−1(s)P (s)U(s)} = Φ(t). Then Y (t) is given by (7). Or, alternative, if
L−1{A−1(s)P (s)} = Φ1(t) then by using the convolution theorem we have

Y (t) = Φ0(t)C +

∫ ∞
0

Φ1(t− τ)V (τ)dτ.

In the case of (b), if r < m there are at least m− r unknown functions and m equations.
Hence Z(s) in system (10) can not be defined uniquely. If r > m then there exists a matrix
P : C → Rr×r (which can be computed via the Gauss-Jordan Elimination Method) such
that

P (s)(zF −G) =

[
A(s)
0r1,m

]
.

Where A : C → Rm1×m, with m1 + r1 = r, is a matrix such that if [aij ]
1≤j≤m
1≤i≤m1

are its
elements, for i = j all elements are non-zero and for i 6= j all elements are zero.

P (s) =

[
P1(s)
P2(s)

]
,

where P1(s) ∈ Rm1×r, P2(s) ∈ Rr1×r. Then system (10) has a unique solution if and only
if (8) holds. In any other case we have more unknown functions than equations or no
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solutions. If (8) holds then

P (s)(zF −G) =

[
A(s)
0r1,m

]
and we have

P (s)(zF −G)Z(s) = wP (s)FC + P (s)U(s),

or, equivalently,
A(s)Z(s) = wP1(s)FC + P1(s)U(s),

or, equivalently,
Z(s) = wA−1(s)P1(s)FC +A−1P1(s)U(s).

The inverse Laplace Transform of wA−1(s)P1(s)F always exists because in all three def-
initions, (C), (CF), (AB), it is a matrix with elements fractions of fractional polynomi-
als and with the order of the polynomial in the denominator always being higher than
the order of the polynomial in the numerator. Let L−1{wA−1(s)P1(s)F} = Ψ0(t) and
L−1{A−1(s)P (s)U(s)} = Ψ(t). Then Y (t) is given (9). Or, alternative, if L−1{A−1(s)P1(s)} =
Ψ1(t). Then by using the convolution theorem we have

Y (t) = Ψ0(t)C +

∫ ∞
0

Ψ1(t− τ)V (τ)dτ.

If r = m then there exists a matrix P : C → Rr×r (which can be computed via the
Gauss-Jordan Elimination Method) such that

P (s)(zF −G) = A(s)⊕ 0r2,m2 .

Where A : C → Rr1×m1 with r1 ≤ m1 (because we apply Gauss-Jordan Elimination
Method at the rows). All elements of A(s) are zero except the ones in the diagonal with
are all non-zero elements. Also, r1 + r2 = m1 + m2 = m. Then system (10) could have
solutions if and only if r2 = m2 = 0, i.e. r1 = m1 = m; In any other case we have more
unknown functions than equations or no solutions. But since we are in the case where
r = m and the pencil is singular, i.e. det(zF − G) ≡ 0, this assumption can never hold.
To sum up, there exists solution for the system if the pencil is regular or singular with
r > m and A(s) m×m and P2(s)F = P2(s)U(s) = 0m−r,1. The proof is completed.

Having identified the conditions under which there exists solutions for singular systems in
the form of (4), we can now present the following Remarks:

Remark 2.2. For the (C), (CF), (AB) fractional derivatives, if there exist solutions
for system (4), then in the case that the pencil of the system is regular, the general solu-
tion is given by (7). In the case that the pencil of the system is singular with r > m and
(8) holds, the general solution is given by (9). In both cases, C is an unknown constant
vector related to the initial conditions of the system since we used the Laplace transform.

Remark 2.3. Even if there exist solutions, it is not guaranteed that for given initial
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conditions a singular system of FDEs will have a unique solution. If the given initial
conditions are consistent, and there exist solutions for (4), then in the formulas of the
general solutions (7) and (9) we replace C = Y0. However, if the given initial conditions
are non-consistent but there exist solutions for (4), then the general solutions (7) and (9)
hold for t > 0 and the system is impulsive.

Remark 2.4. In the end of the next subsection we provide a criterion on how to identify
if the given initial conditions are consistent or non-consistent.

Remark 2.5. For the case that the initial conditions are consistent, the matrix func-
tions Φ0(t), Ψ0(t) can have elements defined for t > 0. But the columns Φ0(t)Y0, Ψ0(t)Y0

have all its elements always defined for t ≥ 0.

Other formulas

In this subsection, based on Theorem 2.1 and the assumptions for existence of solutions
of system (4) we will provide additional formulas by using matrix pencil theory.

From Theorem 2.1 there exist solutions for system (4) if the pencil is either regular,
or singular with r > m and (8) holds. If (4) has a regular pencil, then sF − G is also
regular and from its regularity there exist non-singular matrices P , Q ∈ Cm×m such that

PFQ = Ip ⊕Hq,

PGQ = Jp ⊕ Iq.
(11)

Where Jp∈ Cp×p, Hq∈ Cq×q appropriate matrices with Hq a nilpotent matrix with index
q∗, constructed by using the algebraic multiplicity of the infinite eigenvalue, Jp is a Jordan
matrix, constructed by the finite eigenvalues of the pencil and their algebraic multiplicity
and p+ q = m. Let

P =

[
P1

P2

]
, Q =

[
Qp Qq

]
. (12)

with P1 ∈ Cp×m, P2 ∈ Cq×m and Qp ∈ Cm×p, Qq ∈ Cm×q. If we consider the transfor-
mation Y (t) = QZ(t) and substitute it into (4) we obtain

FY (a)(t)QZ(t) = GQZ(t) + V (t),

whereby, multiplying by P and using (11) and (12), we get[
Ip 0p,q

0q,p Hq

][
Z

(a)
p (t)

Z
(a)
q (t)

]
=

[
Jp 0p,q

0q,p Iq

] [
Zp(t)
Zq(t)

]
+

[
P1

P2

]
V (t),

where

Z(t) =

[
Zp(t)
Zq(t)

]
,
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with Zp(t) ∈ Cp×1, Zq(t) ∈ Cq×1. From the above expressions we arrive easily at the
subsystems

Z(a)
p (t) = JpZp(t) + P1V (t) (13)

and
HqZ

(a)
q (t) = Zq(t) + P2V (t). (14)

By applying the Laplace transform L into (13) we get

L{Z(a)
p (t)} = JpL{Zp(t)}+ P1L{V (t)},

or, equivalently,
zW (s)− wZp0 = JpW (s) + P1U(s),

Where

(i) z = sa, w = sa−1, if we use the (C) fractional derivative;

(ii) z = s
s+a(1−s) , w = 1

s+a(1−s) , if we use the (CF) fractional derivative;

(iii) z = B(a)
1−a

sa

sa+ a
1−a

, w = B(a)
1−a

sa−1

sa+ a
1−a

, if we use the (AB) fractional derivative.

Furthermore, L{Zp(t)} = W (s), L{V (t)} = U(s) and Zp0 = Zp(0), i.e. the initial condi-
tion of (13). Since we assume that Zp0 is unknown, we set Zp0 = C, where C unknown
column, and give to the above expression the following form:

(zIp − Jp)W (s) = wC + P1U(s),

or, equivalently,
W (s) = w(zIp − Jp)−1C + (zIp − Jp)−1P1U(s),

or, equivalently, by taking into account that (zIp − Jp)−1 =
∑∞
k=0 z

−k−1Jkp ,

W (s) =

∞∑
k=0

wz−k−1JkpC +

∞∑
k=0

z−k−1JkpP1U(s). (15)

If we use the (C) fractional derivative by replacing in (15) z = sa, w = sa−1 we have

W (s) =

∞∑
k=0

s−ak−1JkpC +

∞∑
k=0

s−ak−aJkpP1U(s).

Let
Φ0(t) = L−1{

∑∞
k=0 s

−ak−1Jkp } =
∑∞
k=0

tak

Γ(ka+1)J
k
p ,

Φ(t) = L−1{
∑∞
k=0 s

−ak−aJkp } =
∑∞
k=0

tak+a−1

Γ(ka+a)J
k
p .

(16)

Then by using the convolution theorem we have

Zp(t) = Φ0(t)C +

∫ ∞
0

Φ(t− τ)P1V (τ)dτ. (17)

8



If we use the (CF) fractional derivative by replacing in (15) z = s
s+a(1−s) , w = 1

s+a(1−s)
we have

W (s) =

∞∑
k=0

1

s+ a(1− s)

[
s

s+ a(1− s)

]−k−1

JkpC +

∞∑
k=0

[
s

s+ a(1− s)

]−k−1

JkpP1U(s),

or, equivalently,

W (s) =

∞∑
k=0

[(1− a)s+ a]k

sk+1
JkpC +

∞∑
k=0

[(1− a)s+ a]k+1

sk+1
JkpP1U(s),

or, equivalently, since [(1− a)s+ a]k =
∑k
n=0

(
k
n

)
(1− a)nsnak−n

W (s) =∑∞
k=0

∑k
n=0

(
k
n

)
(1− a)nsn−k−1ak−nJkpC+∑∞

k=0

∑k+1
n=0

(
k + 1
n

)
(1− a)nsn−k−1ak+1−nJkpP1U(s).

Let
Φ0(t) =

L−1{
∑∞
k=0

∑k
n=0

(
k
n

)
(1− a)nsn−k−1ak−nJkp } =∑∞

k=0

∑k
n=0

(
k
n

)
(1− a)nak−n tk−n

Γ(k+1−n)J
k
p

Φ(t) =

L−1{
∑∞
k=0

∑k+1
n=0

(
k + 1
n

)
(1− a)nsn−k−1ak+1−nJkpP1U(s)} =∑∞

k=0

∑k+1
n=0

(
k + 1
n

)
(1− a)nak+1−n tk−n

Γ(k+1−n)J
k
pP1U(s).

(18)

Then by using the convolution theorem the solution is given by (17).

If we use the (AB) fractional derivative by replacing in (15) z = B(a)
1−a

sa

sa+ a
1−a

, w =

B(a)
1−a

sa−1

sa+ a
1−a

we have

W (s) =

∞∑
k=0

B(a)

1− a
sa−1

sa + a
1−a

[
B(a)

1− a
sa

sa + a
1−a

]−k−1

JkpC+

∞∑
k=0

[
B(a)

1− a
sa

sa + a
1−a

]−k−1

JkpP1U(s),

or, equivalently,

W (s) =

∞∑
k=0

[(1− a)sa + a]k

Bk(a)sak+1
JkpC +

∞∑
k=0

[(1− a)sa + a]k+1

Bk+1(a)sak+a
JkpP1U(s),
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or, equivalently, since [(1− a)sa + a]k =
∑k
n=0

(
k
n

)
(1− a)nsanak−n

W (s) =∑∞
k=0

∑k
n=0

(
k
n

)
(1−a)nak−n

Bk(a)
san−ak−1JkpC+∑∞

k=0

∑k+1
n=0

(
k + 1
n

)
(1−a)nak+1−n

Bk+1(a)
san−ak−aJkpP1U(s).

Let
Φ0(t) =

L−1{
∑∞
k=0

∑k
n=0

(
k
n

)
(1−a)nak−n

Bk(a)
san−ak−1Jkp } =∑∞

k=0

∑k
n=0

(
k
n

)
(1−a)nak−n

Bk(a)
tak+2−an

Γ(ak+1−an)J
k
p

Φ(t) =

L−1{
∑∞
k=0

∑k+1
n=0

(
k + 1
n

)
(1−a)nak+1−n

Bk+1(a)
san−ak−aJkpP1U(s)} =∑∞

k=0

∑k+1
n=0

(
k + 1
n

)
(1− a)nak+1−n tak+a−an+1

Γ(ak+a−an)J
k
pP1U(s).

(19)

Then by using the convolution theorem the solution is given by (17).

Let q∗ be the index of the nilpotent matrix Hq, i.e. Hq∗
q = 0q,q. Then if we obtain

the following matrix equations

HqZ
(a)
q (t) = Zq(t) + P2V (t)

H2
qZ

(2a)
q (t) = HqZ

(a)
q (t) +HqP2V

(a)(t)

H3
qZ

(3a)
q (t) = H2

qZ
(2a)
q (t) +H2

qP2V
(2a)(t)

H4
qZ

(4a)
q (t) = H3

qZ
(3a)
q (t) +H3

qP2V
(3a)(t)

...

Hq∗−1
q Z

([q∗−1]a)
q (t) = Hq∗−2

q Z
([q∗−2]a)
q (t) +Hq∗−2

q P2V
([q∗−2]a)(t)

Hq∗
q Z

(q∗a)
q (t) = Hq∗−1

q Z
([q∗−1]a)
q (t) +Hq∗−1

q P2V
([q∗−1]a)(t)

,

by taking the sum of the above equations and using the fact that Hq∗
q = 0q,q we arrive

easily at the solution of the subsystem (14) has the unique solution

Zq(t) = −
q∗−1∑
i=0

Hi
qP2V

(ia)(t). (20)

To conclude, by combining (17) and (20), for the case of a regular pencil, system (4) has
the solution

Y (t) = QZ(t) =
[
Qp Qq

] [ Φ0(t)C +
∫∞

0
Φ(t− τ)P1V (τ)dτ

−
∑q∗−1
i=0 Hi

qP2V
(ia)(t)

]
,
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or, equivalently,

Y (t) = Qp

[
Φ0(t)C +

∫ ∞
0

Φ(t− τ)P1V (τ)dτ

]
−Qq

q∗−1∑
i=0

Hi
qP2V

(ia)(t). (21)

Next, we consider system (4) with a singular pencil and r > m. In general, the class
of sF − G is then characterized by a uniquely defined element, known as the complex
Kronecker canonical form, see [9], [17], [21], [35], specified by the complete set of invariants
of the singular pencil sF − G. This is the set of the finite–infinite eigenvalues and the
minimal column–row indices. In the case of r > m there exist only row minimal indices.
Let Nl be the left null space of a matrix respectively. Then the equations V T (s)(sF−G) =
01,m, have solutions in V (s), which are vectors in the rational vector spaces Nl(sF −G).
The binary vectors V T (s) express dependence relationships among the rows of sF − G.
Note that V (s) ∈ Cr×1 are polynomial vectors. Let t=dimNl(sF −G). It is known, that
Nl(sF−G) as rational vector spaces, are spanned by minimal polynomial bases of minimal
degrees

ζ1 = ζ2 = ... = ζh = 0 < ζh+1 ≤ ... ≤ ζh+k=t,

which is the set of row minimal indices of sF − G. This means there are t row minimal
indices, but t− h = k non-zero row minimal indices. We are interested only in the k non
zero minimal indices. To sum up the invariants of a singular pencil with r > m are the
finite – infinite eigenvalues of the pencil and the minimal row indices as described above.
Following the above given analysis, there exist non-singular matrices P , Q with P ∈ Cr×r,
Q ∈ Cm×m, such that

PFQ = FK = Ip ⊕Hq ⊕ Fζ ,

PGQ = GK = Jp ⊕ Iq ⊕Gζ .
(22)

Where Jp is the Jordan matrix for the finite eigenvalues, Hq a nilpotent matrix with index
q∗ which is actually the Jordan matrix of the zero eigenvalue of the pencil sG − F . The
matrices Fζ , Gζ are defined as

Fζ =

[
Iζh+1

01,ζh+1

]
⊕
[

Iζh+2

01,ζh+2

]
⊕ · · · ⊕

[
Iζh+k

01,ζh+k

]
and

Gζ =

[
01,ζh+1

Iζh+1

]
⊕
[

01,ζh+2

Iζh+2

]
⊕ · · · ⊕

[
01,ζh+k

Iζh+k

]
,

(23)

with p+ q +
∑k
i=1[ζh+i] + k = r, p+ q +

∑k
i=1[ζh+i] = m. Finally, the matrices P , Q can

be written as

P =

 P1

P2

P3

 , Q =
[
Qp Qq Qζ

]
, (24)

with P1 ∈ Cp×r, P2 ∈ Cq×r, P3 ∈ Cζ1×r, ζ1 = k+
∑k
i=1[ζh+i] and Qp ∈ Cm×p, Qq ∈ Cm×q,

Qζ ∈ Cm×ζ2 and ζ2 =
∑k
i=1[ζh+i].

11



By substituting the transformation Y (t) = QZ(t) into (4) we obtain

FY (a)(t)QZ(t) = GQZ(t) + V (t),

whereby, multiplying by P , using (22), (24) and setting Z(t) =

 Zp(t)
Zq(t)
Zζ(t)

, Zp(t) ∈ Cp×1,

Zp(t) ∈ Cq×1 and Zζ(t) ∈ Cζ2×1, we arrive at at the subsystems

Z(a)
p (t) = JpZp(t) + P1V (t), (25)

HqZ
(a)
q (t) = Zq(t) + P2V (t) (26)

and
FζZ

(a)
ζ (t) = GζZζ(t) + P3V (t). (27)

The solution of subsystem (25) is given by (17) and the solution of subsystem (26) is given
by (20). For the subsystem (27) let

Zζ(t) =


Zζh+1

(t)
Zζh+2

(t)
...

Zζh+k
(t)

 , Zζh+i
(t) ∈ C(ζh+i)×1, i = 1, 2, ..., k (28)

with

Zζh+i
(t) =


Zζh+i,1(t)
Zζh+i,2(t)

...
Zζh+i,ζh+i

(t)

 (29)

and

P3V (t) =


U1(t)
U2(t)

...
Uk(t)

 , Ui(t) ∈ C(ζh+i+1)×1, i = 1, 2, ..., k

with

Ui(t) =


vi0
vi1
vi2
...

viζh+i

 , i = 1, 2, ..., k.

By replacing (23) into (27) we get[
Iζh+i

01,ζh+i

]
Z

(a)
ζh+i

(t) =

[
01,ζh+i

Iζh+i

]
Zζh+i

(t) + Ui(t),

12



or, equivalently, by using the above expressions
1 0 . . . 0
0 1 . . . 0
...

... . . .
...

0 0 . . . 1
0 0 . . . 0




Z
(a)
ζh+i,1

(t)

Z
(a)
ζh+i,2

(t)
...

Z
(a)
ζh+i,ζh+i

(t)

 =


0 0 . . . 0
1 0 . . . 0
...

... . . .
...

0 0 . . . 0
0 0 . . . 1




Zζh+i,1(t)
Zζh+i,2(t)

...
Zζh+i,ζh+i

(t)

+


vi0
vi1
vi2
...

viζh+i

 ,
or, equivalently,

Z
(a)
ζh+i,1

(t) = vi0

Z
(a)
ζh+i,2

(t) = Zζh+i,1(t) + vi1
...

Z
(a)
ζh+i,ζh+i

(t) = Zζh+i,ζh+i−1(t) + vi(ζh+i−1)

0 = Zζh+i,ζh+i
(t) + viζh+i

.

We have a system of ζh+i+1 FDEs and ζh+i unknowns. Starting from the last equation
we get the solutions

Zζh+i,ζh+i
(t) = −viζh+i

Zζh+i,ζh+i−1(t) = −vi(ζh+i−1) − v
(a)
iζh+i

Zζh+i,ζh+i−2(t) = −vi(ζh+i−2) − v
(a)
i(ζh+i−1) − v

(2a)
iζh+i

...

Zζh+i,1(t) = −vi1 − v(a)
i2 − . . .− v

([ζh+i−1]a)
iζh+i

. (30)

In order to solve the system we used the last ζj equations. By applying these results in
the first equation we get

vi0 = −v(a)
i1 − v

(2a)
i2 − . . .− v(ζh+ia)

iζh+i
,

or, equivalently,
ζh+i∑
ρ=0

v
(ρa)
iρ = 0, (31)

which is a necessary and sufficient condition for the system (27) to have a solution. If
(31) does not hold, then the system has no solution. If (31) holds, then system (27) has
a unique solution given by (28), (29) and (30).

To conclude, in the case of a singular pencil with r > m, system (4) has the solution

Y (t) = QZ(t) =
[
Qp Qq Qζ

]  Zp(t)Φ0(t)C +
∫∞

0
Φ(t− τ)V (τ)dτ

−
∑q∗−1
i=0 Hi

qP2V
(ia)(t)

Zζ

 ,
or, equivalently,

Y (t) = Qp

[
Φ0(t)C +

∫ ∞
0

Φ(t− τ)V (τ)dτ

]
−Qq

q∗−1∑
i=0

Hi
qP2V

(ia)(t) +QζZζ . (32)
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To sum up, we proved the following Theorem:

Theorem 2.2. There exist solutions for the system of FDEs (4) if and only if

(a) The pencil of the system is regular;

(b) The pencil of the system is singular with r > m and (31) holds.

Then the general solution is given by (21) in the case of (a) and by (32) in the case of (b).
In both (a), (b) where Φ0(t), Φ(t) are given by

(i) (16) if we use the (C) fractional derivative;

(ii) (18) if we use the (CF) fractional derivative;

(iii) (19) if we use the (AB) fractional derivative.

Having identified the conditions under which there exist solutions for singular systems in
the form of (4), we can now present the following Corollary:

Corollary 2.1. If there exist solutions for system (4), then in the case that:

(a) The pencil of the system is regular, for given initial conditions Y (t0) = Y0 the solution
is unique if and only if:

Y0 ∈ colspanQp −Qq
q∗−1∑
i=0

Hi
qP2V

(ia)(0). (33)

The solution is then given by (21) and C is the unique solution of the linear system

QpC = [Y0 +Qq

q∗−1∑
i=0

Hi
qP2V

(ia)(0)]. (34)

(b) The pencil of the system is singular with r > m and (31) holds, for given initial
conditions Y (t0) = Y0 the solution is unique if and only if:

Y0 ∈ colspanQp −Qq
q∗−1∑
i=0

Hi
qP2V

(ia)(0) +QζZζ . (35)

The solution is then given by (32) and C is the unique solution of the linear system

QpC = [Y0 +Qq

q∗−1∑
i=0

Hi
qP2V

(ia)(0) +QζZζ ]. (36)

Proof. This is a direct result from Theorem 2.2. For (a) if we use the formula (21) for
t = 0 we get:

Y (0) = QpC −Qq
q∗−1∑
i=0

Hi
qP2V

(ia)(0),
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and we arrive at condition (33) because C is assumed an unknown vector. The above linear
system has always a unique solution for C since the matrix Qp has linear independent
columns. Similar for (b) if we use the formula (32) for t = 0

Y (0) = QpC −Qq
q∗−1∑
i=0

Hi
qP2V

(ia)(0) +QζZζ ,

we arrive at condition (35). As previously, the above linear system has always a unique
solution for C since the matrixQp has linear independent columns. The proof is completed.

3 Numerical examples

In this Section we provide numerical examples to justify our theory. We will use the (C)
fractional derivative.

Example 1

We consider system (4) with V (t) = 07,1 and

F =



2 1 1 0 0 0 0
1 3 1 1 0 0 0
1 1 2 1 0 0 0
0 1 1 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 1 0 0 0 0 1


, G =



1 1 1 0 0 0 1
0 3 2 2 0 1 1
1 2 3 2 0 0 0
0 2 2 2 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0


.

Then det(saF −G) ≡ 0 and from Theorem 2.1 there do not exist solutions for the system
since the pencil is singular and the coefficients are square matrices.

Example 2

We consider system (4) with V (t) = 04,1 and

F =


1 1 1
0 1 1
1 1 1
0 1 1

 , G =


1 2 2
0 2 2
1 2 2
0 2 3

 .
The matrices F , G are non-square. Hence, we are in the case where r > m, i.e. 4 > 3 and
a singular pencil with

saF −G =


sa − 1 sa − 2 sa − 2

0 sa − 2 sa − 2
sa − 1 sa − 2 sa − 2

0 sa − 2 sa − 3

 .
15



From Theorem 2.1 there exists the matrix

P (s) =


1 −1 0 0
0 3− sa 0 −sa + 2
0 1 0 −1
0 0 1 0

 ,
computed via the Gauss-Jordan Elimination Method, such that

P (s)(saF −G) =

[
A(s)
01,1

]
.

Where

A(s) =

 sa − 1 0 0
0 sa − 2 0
0 0 1

 .
In addition, for

P (s) =

[
P1(s)
P2(s)

]
,

with

P1(s) =

 1 −1 0 0
0 3− sa 0 −sa + 2
0 1 0 −1

 , P2(s) =
[

0 0 1 0
]
,

we have
P2(s)F =

[
1 1 1

]
6= 01,3.

Hence, (8) does not hold and from Theorem 2.1 the system does not have solutions.

Example 3

We consider system (4) with V (t) = 03,1 and

F =

 1 1
0 1
1 1

 , G =

 1 2
0 2
1 2

 .
The matrices F , G are non-square. Hence, we are in the case where r > m, i.e. 3 > 2 and
a singular pencil with

saF −G =

 sa − 1 sa − 2
0 sa − 2

sa − 1 sa − 2

 .
From Theorem 2.1 there exists the matrix

P (s) =

 1 −1 0
0 1 0
−1 0 1

 ,
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computed via the Gauss-Jordan Elimination Method, such that

P (s)(saF −G) =

[
A(s)
01,2

]
.

Where

A(s) =

[
sa − 1 0

0 sa − 2

]
.

In addition, for

P (s) =

[
P1(s)
P2(s)

]
,

with

P1(s) =

[
1 −1 0
0 1 0

]
, P2(s) =

[
−1 0 1

]
,

we have
P2(s)F = 01,2.

Hence, (8) holds and from Theorem 2.1 there exist solutions for the system given by (9):

Ψ0(t) = L−1{sa−1A−1P1(s)F} = L−1{

[
1

s1−a(sa−1) 0

0 1
s1−a(sa−2)

]
},

or, equivalently,

Ψ0(t) = L−1{
[ ∑∞

n=0 s
−an−1 0

0
∑∞
n=0 2ns−an−1

]
},

or, equivalently,

Ψ0(t) =

[ ∑∞
n=0

tan

Γ(an+1) 0

0
∑∞
n=0

2ntan

Γ(an+1)

]
.

Then for C =
[
c1 c2

]T
we have:

Y (t) =

[ ∑∞
n=0

tanc1
Γ(an+1)∑∞

n=0
2ntanc2
Γ(an+1)

]
.

Example 4

We consider system (4) with V (t) = 02,1 and

F =

[
1 1
0 0

]
, G =

[
1 1
0 −1

]
.

Then

saF −G =

[
sa − 1 sa − 1

0 1

]

17



with det(saF −G) 6≡ 0, and thus the pencil is regular. From Theorem 2.1 there exists the
matrix

P (s) =

[
1 −(sa − 1)
0 1

]
computed via the Gauss-Jordan Elimination Method, such that

P (s)(saF −G) = A(s).

Where

A(s) =

[
sa − 1 0

0 1

]
.

Hence from Theorem 2.1 there exist solutions for the system given by (7):

Φ0(t) = L−1{sa−1A−1(s)P (s)F} = L−1{
[ 1

s1−a(sa−1) −sa−1

0 0

]
},

or, equivalently,

Φ0(t) = L−1{
[ ∑∞

n=0 s
−an−1 −sa−1

0 0

]
},

or, equivalently,

Φ0(t) =

[ ∑∞
n=0

tan

Γ(an+1) − t−a

Γ(−a)

0 0

]
.

Then we have the general solution:

Y (t) =

[ ∑∞
n=0

tan

Γ(an+1) − t−a

Γ(−a)

0 0

]
C.

Let the initial conditions of the system be

Y (0) = Y0 =

[
−1
0

]
.

The pencil sF − G has one finite eigenvalue, s = 1 and one infinite. The column vector
space of the eigenvectors of the finite eigenvalue is:

colspanQp =<

(
1
0

)
> .

Then
Y0 ∈ colspanQp,

and the system has a unique solution given by

Y (t) =

[ ∑∞
n=0

tan

Γ(an+1) − t−a

Γ(−a)

0 0

] [
−1
0

]
,
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or, equivalently,

Y (t) =

[
−
∑∞
n=0

tan

Γ(an+1)

0

]
.

Next assume the initial conditions

Y0 =

[
0
1

]
.

Since
Y0 /∈ colspanQp,

from Corollary 2.1 the system has infinite solutions. From the results of this example
we see that although there exists solution for system (4), for given initial conditions,
the existence of a unique solution is not automatically satisfied. This is very important
because in real applications in cases where the solution is not unique a redesign of the
system maybe needed.

Example 5

We consider now the non-linear system of FDEs:

f(t, Y, Y (a)) = 0m,1, (37)

with known initial conditions

Y (0) = Y0, Y (a)(0) = Y1. (38)

Where f : [0,+∞]× Rm×1 × Rm×1 → Rm×1 has continuous partial derivatives of second

order. Let f0 = f(0, Y (0), Y (a)(0)) = f(0, Y0, Y
(a)
0 ) and

F = − ∂f0

∂Y (a)
, G =

∂f0

∂Y
, V (t) = f0 + t

∂f0

∂t
− ∂f0

∂Y
Y0 −

∂f0

∂Y (a)
Y1. (39)

Where F,G ∈ Rm×m and V : [0,+∞] → Rm×1. We may use Theorem 2.1, or Theorem
2.2, to solve approximately, for small values of t, the non-linear system of FDEs (37). If

we linearize locally the function f in (37) at (t, Y (t), Y (a)(t)) = (0, Y0, Y
(a)
0 ) we get:

f(0, Y0, Y
(a)
0 ) +

∂f0

∂t
t+

∂f0

∂Y
(Y − Y0) +

∂f0

∂Y (a)
(Y (a) − Y1) = 0m,1,

or, equivalently,

[− ∂f0

∂Y (a)
]Y (a) = [

∂f0

∂Y
]Y + [f0 + t

∂f0

∂t
− ∂f0

∂Y
Y0 −

∂f0

∂Y (a)
Y1].

Note that − ∂f0
∂Y (a) ,

∂f0
∂Y ∈ Rm×m. Then by adopting the notation (39), the above expression

is the singular system of FDEs (4) with the coefficient matrices being square. Hence, if
the pencil is regular, i.e. det(sF −G) 6≡ 0, and (33) holds, the solution of (4) with initial
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conditions (38) is an approximate solution of system (37) with initial conditions (38) for
small values of t.

Let 0 < a < 1, Y : [0,+∞] → R3×1 with Y =
[
y1 y2 y3

]T
, and assume the

following system of non-linear FDEs

y
(a)
1 + ey1 − y2 = 3t

y
(a)
2 y

(a)
3 + ey2 = 2et

y
(a)
2 + y

(a)
3 + y1y3 − 2ey2 = 5t

(40)

with initial conditions

Y (0) =

 0
0
0

 , Y (a)(0) =

 −1
1
1

 . (41)

We compute the following values:

f(0, Y (0), Y (a)(0)) =

 0
0
0

 , ∂f(0, Y (0), Y (a)(0))

∂t
=

 −3
−2
−5


and

∂f(0, Y (0), Y (a)(0))

∂Y
=

 1 0 0
0 1 0
0 −2 0

 , ∂f(0, Y (0), Y (a)(0))

∂Y (a)
=

 1 0 0
0 1 1
0 1 1

 .
We consider the matrices F , G and V (t) as defined in (38), i.e.:

F = −

 1 0 0
0 1 1
0 1 1

 , G =

 1 0 0
0 1 0
0 −2 0

 , V (t) =

 3t− 1
2t+ 2
5t+ 2

 .
Since

saF −G = −

 sa + 1 0 0
0 sa + 1 sa

0 sa − 2 sa


is a regular pencil, the solution of system (4) with initial conditions (41) is an approximate
solution of system (40) with initial conditions (41). Hence, by using Theorem 2.1 there
exists the matrix

P (s) = −1

3

 3 0 0
0 sa + 1 −sa − 1
0 −sa + 2 sa + 1

 ,
computed via the Gauss-Jordan Elimination Method, such that

P (s)(saF −G) = A(s).
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Where

A(s) =

 sa + 1 0 0
0 sa + 1 0
0 0 sa

 .
Furthermore

Φ0(t) = L−1{sa−1A−1(s)P (s)F} = L−1{

 sa

(sa+1)s 0 0

0 0 0
0 1

s
1
s

},
or, equivalently,

Φ0(t) = L−1{

 ∑∞n=0(−1)ns−an−1 0 0
0 0 0
0 1

s
1
s

},
or, equivalently,

Φ0(t) =

 ∑∞n=0(−1)n tan

Γ(an+1) 0 0

0 0 0
0 1 1


and

Φ(t) = L−1{A−1(s)P (s)U(s)}.
Where

U(s) = L{V (t)} = L{

 3t− 1
2t+ 2
5t+ 2

} =

 3
s2 −

1
s

2
s2 + 2

s
5
s2 + 2

s

 .
Hence

Φ(t) = L−1{


1

s2(sa+1) −
1

s(sa+1)

− sa+1
s2(sa+1)

sa+3
sa+2 + 2

sa+1

}.
Equivalently,

Φ(t) =

 ∑∞n=0(−1)n[s−(an+a+2) − s−(an+a+1)]∑∞
n=0(−1)n[−s−(an+2) − s−(an+a+2)]

1
s2 + 3

sa+2 + 2
sa+1

 ,
or, equivalently,

Φ(t) =


∑∞
n=0(−1)n[ tan+a+1

Γ(an+a+2) −
tan+a

Γ(an+a+1) ]∑∞
n=0(−1)n[− tan+1

Γ(an+2) −
tan+a+1

Γ(an+a+2) ]

t+ 3ta+1

Γ(a+2) + 2ta

Γ(a+1)

 .
Then by using (7) and the initial conditions (41), an approximate solution of (40) for small
values of t is given by

Y =

 y1

y2

y3

 ∼=

∑∞
n=0(−1)n[ tan+a+1

Γ(an+a+2) −
tan+a

Γ(an+a+1) ]∑∞
n=0(−1)n[− tan+1

Γ(an+2) −
tan+a+1

Γ(an+a+2) ]

t+ 3ta+1

Γ(a+2) + 2ta

Γ(a+1)

 .
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Conclusions

By using three different definitions of fractional derivatives, the (C) fractional derivative
and two recent updated versions of this derivative, the (CF) and (AB) fractional derivative,
we studied a class of singular linear systems of FDEs, i.e. systems with constant coefficients
that can be non-square matrices, or square and singular. We studied the existence and
uniqueness of solutions and provided two different type of formulas for the case that there
exist solutions. Numerical examples where given in the final section of the article to justify
our theory.
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