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Abstract A joint model for annotation bias and document classification is presented
in the context of media sentiment analysis. We consider an Irish online media data
set comprising online news articles with user annotations of negative, positive or
irrelevant impact on the Irish economy. The joint model combines a statistical model
for user annotation bias and a Naive Bayes model for the document terms. An EM
algorithm is used to estimate the annotation bias model, the unobserved biases in the
user annotations, the classifier parameters and the sentiment of the articles. The joint
modeling of both the user biases and the classifier is demonstrated to be superior to
estimation of the bias followed by the estimation of the classifier parameters.

1 Introduction

Sentiment analysis involves extracting contextual information from documents [6].
Media sentiment has been shown to be of importance in economic contexts [10].
We examine a corpus of Irish news articles that have been annotated by a number of
inexpert volunteers as having a sentiment which has positive, negative or irrelevant
impact on the Irish economy. The aim of the analysis is to develop a classification
method that can estimate the correct labelling of the articles in the corpus as well
as the correct classification for other news articles. A core goal is to increase the
accuracy of both the annotation based labelling and the classifier. Whilst the meth-
ods outlined herein are developed in the context of the media sentiment, they are
readily applicable in any context where a classifier is trained on (potentially) biased
and noisy annotations.

The media sentiment analysis involves a classification task where the sample la-
bels are noisy and biased user annotations. Many existing classifiers do not take into
account user (annotator) bias in reporting and a simple majority vote is used to se-
lect the true article type from the observed annotations; this majority vote labelling
is particularly problematic in the presence of user bias. Some previous work has
been proposed to help address the annotator bias issue. [9] applied the method of
[3] to correct for annotator bias and estimate the true labeling before developing a
classifier in an object recognition problem. Most recently [8] and [7] propose meth-
ods to address the problem of multiple imperfect annotations and classification. [8]
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deals with the labelling of clinical reports and uses Bayesian models with Gaussian
processes for classification and ordinal regression. [7] address the problem of train-
ing a classifier with multiple imperfect annotations by extending the model of [3] to
learn a classifier at the same time as the annotator biases via maximum likelihood;
this work is similar to the approach developed herein. Specifically, they train a logis-
tic regression classifier and learn the sensitivity and specificity of the annotators in
the context of binary labelling. The model that we present differs from that paper in
that we explore a trinary labelling system (an arbitrary finite number of categories
is possible) and train a Naive Bayes classifier. The contribution of our work is to
demonstrate the method with another classifier, a greater number of potential labels
and to report upon the comparative effectiveness of our approach in the context of
the Irish online media sentiment analysis.

We validate our approach on a simulated dataset and calculate performance
scores for both the decoupled estimator (learn the biases and then train the clas-
sifier) and the joint estimator model. We demonstrate the superiority of the joint
estimator for various levels of bias and then apply it to the media dataset.

1.1 Sentiment Data

The Irish media dataset that we analyze is a subset of the data described in detail
in [1, 2]. The dataset is comprised of 1024 articles collected from 3 online Irish
news services (rte.ie, irishtimes.com and independent.ie), collected
from July to October 2009. 31 volunteers have annotated an average of 834 of these
articles as having either negative, positive or irrelevant impact on the Irish economy
at time of press. There are 70873 word terms appearing in these articles. In order to
reduce the impact of words that are too common (such as “at”, “the”, “and”, etc) we
eliminate words that appear in more than 1000 articles. We also eliminate words that
appeared in less than 30 articles. To further reduce the dimensionality of the data,
we selected the top 300 most negative words (as indicated by a simple majority vote
classifier), the top 300 most positive words and the top 300 most irrelevant words
only.

[2] note that 45% of the articles do not have consensus annotations and that “there
is some evidence that the learning process would be better off without them [articles
with low consensus]”. The authors of that paper examined k-nearest neighbours
(kNN) and support vector machine (SVM) classifiers also but settled on Naive Bayes
following an assessment of the performance of the methods under cross-validation.

2 Model

Let y(k)
a = (y(k)

a1 ,y(k)
a2 , . . . ,y(k)

aJ ) be the annotation of article a by annotator k, where
y(k)

a j = 1 if article a is annotated as being of type j and y(k)
a j = 0 otherwise. We model

rte.ie
irishtimes.com
independent.ie
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the annotator bias as per [3]. Error rates, or biases in reporting, are modelled via
a matrix of conditional probabilities for each annotator, that is, the probability that
annotator k records annotation j given a true (but unobserved) type i is denoted
by π(k)

i j . These probabilities sum to unity across j for each i and k. The observed
annotations are thus a probabilistic (multinomial) function of these π matrices.

If we let the true type of article a be Ta, where Tai = 1 if the article is of
type i and Tai = 0 otherwise. Then, the likelihood for the recorded annotations
ya = (y(1)

a ,y(2)
a , . . . ,y(K)

a ) on article a given a true type Ta is given by

L (π|ya,Ta) ∝
J

∏
i

{
K

∏
k

J

∏
j
(π(k)

i j )y(k)
a j

}Tai

(1)

where J is three for our sentiment levels (negative, positive and irrelevant).
Hence, the complete-data likelihood of the full annotation dataset (including un-

observed true types) across all A articles is

L (π, p|y1,y2, . . . ,yA,T1,T2, . . . ,TA) ∝
A

∏
a

J

∏
i

{
pi

K

∏
k

J

∏
j
(π(k)

i j )y(k)
a j

}Tai

(2)

where pi is the marginal probability of type i.
Another goal of the sentiment analysis described in [2] is to train a classifier to

distinguish which word terms appear in which types of article. The trained classifier
may then be used to automatically label un-annotated articles. Although word-term
frequencies are available in the dataset, we model only the presence or absence of
these features (word terms). Let wa = (wa1,wa2, . . . ,waN) be a binary vector that
indicates the presence and absence of words in document a. We employ a Bernoulli
likelihood for term wa given that the article is of type i, that is Tai = 1. That is,
we use a Naive Bayes classifier to learn the probability of an article type given the
words that appear in the article. Although the Naive Bayes assumption is unlikely to
hold exactly in practice, there is much evidence to suggest that it can yield excellent
classification results [4, 5].

The product of Bernoullis likelihood for all N word terms wa appearing in article
a given Ta is then

L (θ |wa,Ta) =
J

∏
i

{
N

∏
n

(θni)wan(1−θni)1−wan

}Tai

(3)

where θni is the probability that word term wn appears in an article of type i.
The full likelihood for the data is then a product of Equation (2) and a term in the

form of Equation (3) for each article, yielding Equation (4),

L (θ , p,π|w,y,T ) =
A

∏
a

J

∏
i

{
pi

K

∏
k

J

∏
j
(π(k)

i j )y(k)
a j

N

∏
n

(θni)wan(1−θni)1−wan

}Tai

. (4)
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3 EM Algorithm

Since T , p and π are unknown in Equation (2), we proceed as per [3]. We then
extend the EM algorithm to yield a joint estimation that learns θ within the same
EM iterations as it learns the values of missing data T , the marginal probabilities p
and annotator bias matrices π . The algorithm proceeds as follows:
1. for all articles a:
2. initialize T using T̂ai = E[Tai] = ∑k y(k)

ai /K
3. initialize p using p̂i = ∑a Tai/A
4. estimate all π values via maximum likelihood expression

π̂(k)
i j =

∑a T̂aiy
(k)
a j

∑ j ∑a T̂aiy
(k)
a j

. (5)

5. estimate all θ and p via maximum likelihood expressions

θ̂ni = ∑a wanT̂ai

∑a T̂ai
and p̂i = ∑a T̂ai

A
. (6)

6. re-estimate T using

T̂ai = E[Tai] =
pi ∏K

k ∏J
j(π̂

(k)
i j )y(k)

a j ∏N
n (θ̂ni)wan (1− θ̂ni)1−wan

∑i′ pi′ ∏K
k ∏J

j(π̂
(k)
i′ j )y(k)

a j ∏N
n (θ̂ni′ )wan (1− θ̂ni′ )1−wan

. (7)

7. repeat 4 to 6 until convergence

with convergence assumed once the change in log-likelihood fell below 10−4.
In contrast, the decoupled estimator of the above method estimates the biases

π , document types T and marginal probabilities p first, as in [3]. The Naive Bayes
parameters θ are then fitted using the final estimates of the missing data values from
the first stage; the decoupled estimation approach is similar to that taken by [9].

4 Results

4.1 Simulated Data

To test and compare the algorithm described in Section 3 with the decoupled es-
timator, we simulated data two hundred times. For each run, we use the marginal
probabilities p = (0.3,0.3,0.4) of each of the three types of “article”. True types for
A “articles” are simulated directly with these marginal probabilities. We then con-
struct K conditional probability matrices π(k) of size 3×3, one for each “annotator”.
The value of π(k)

i j gives the probability that annotator k annotates an article of type i
with label j. Finally, we also simulate observed word terms w for each article using
the conditional probabilities of words occurring in each type of article as given in
θ .



Sentiment Analysis of Online Media 5

Two hundred such simulated data sets were analysed and for each data set the
biases were randomly sampled uniformly over the range 0.1 to 0.5 and split evenly
between the two wrong types with the balance allocated to the correct type. This
was done identically for all simulated annotators which is equivalent to having a
single random annotator performing multiple annotations and the number of these
annotators was sampled uniformly between 2 and 6. The words were assigned a type
according to p and the word-type probabilities θ were 0.1 to appear in an article of
opposite type and 0.8 to appear in an article of the same type.
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Fig. 1 Kernel density estimates of comparative performance measurements across multiple sim-
ulations. Two hundred runs of the simulated dataset analysis were performed and the difference
in performance measure is computed for decoupled model (Mdc) and the joint model (M j).1(a)
shows the difference in mean error of type T . 1(b) shows the difference in mean squared error of
bias π . 1(c) shows the AUC difference and 1(d) shows the mean squared error difference of word
association θ .

Both models are then evaluated on four performance metrics:

1. The mean error in expectation of type:

∑
a

(1−E[Tai])/A (8)
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where the true value of article a is type i.
2. The mean squared error from the π matrix of bias probabilities.
3. The mean area under the ROC curve (AUC) for each of the 3 possible types.
4. The mean squared error from the θ matrix of word-type probabilities.

We subtracted the above four statistics under the joint estimation model M j from
the decoupled estimation model Mdc for repeated simulations. The mean paired dif-
ference between the above performance measures were 0.193,0.009,−0.103 and
0.009, respectively. All four were strongly statistically significantly different from
zero under a t-test for the paired differences with p-values all less than 2.2×10−16.
Figure 1 shows kernel density estimates of these differences for the above statistics
across the 200 simulation runs. Figure 2 indicates that the joint estimator’s increase
in performance is greater for higher biases. The size of the circles in the plot is
proportional to the sampled bias and each circle represents a single run.
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Fig. 2 Comparison of performance across 200 iterations of simulated data. 2(a) shows the mean
error in type T (as per Equation (8)) and 2(b) shows the mean squared error in word-to-type asso-
ciation θ . The size of the circles in the plot is proportional to the bias and each circle represents a
single run. Lines with unit slope are added for reference.

4.2 Sentiment Data

We next present our results on the sentiment dataset. The interquartile range for the
bias matrix off diagonal terms is (0.110,0.517), indicating a level of bias compa-
rable to the simulated dataset. Table 1 shows the breakdown of classification with
model for the media sentiment dataset. Figure 3 depicts tag clouds for word terms
that have the strongest power for the negative, positive and irrelevant article types,
under the joint estimation procedure. These tag clouds appear to show sensible word
term associations to both positive and negative sentiment; for example, the names
of the finance minister (“Brian”, “Lenihan”) and the new agency to deal with toxic
debt (“NAMA”) are included in the negative tag cloud and words like (“Germany”,
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Table 1 Cross-tabulation of article classification and model.
Majority Vote Decoupled Estimator Joint Estimator

Negative 540 493 424
Positive 288 289 206

Irrelevant 196 242 394

“recovery”) are included in the positive tag cloud. The tag cloud for the word terms
for with the strongest predictive power for the irrelevant article types are given in
Figure 3(c). Interestingly, most of the words in this tag cloud are non economic
terms.

rt cuts secretary agency brian industrial
loan bankers carroll payment
consideration servants employees
increases gerry problems
redundancies owedsiptu
premises workers guarantee
proposed greens unions
appointment closure considered
cutbacks accept loans actions
proposals nationwide discount
informed insisted individual union
courts court taxpayer employers seek
opposition attempt enterprise receive
taxation expenditure anglo
developers appointed cabinet
pension survival management
properties protest peter property
nama save protect lenihan
controversial liam directors prospect

(a)

stockbrokers global data germany shares
recession trading stock signs economists

forecasts economy expects negative ending
rose 05 oil rising bloomberg saw prices drop
fell 03 slump flat buying net domestic york
showed posted consumer expectations
outlook weak downturn euro recovery
recorded above fourth expect france positive
smaller fall monetary energy slightly previously
retail investors housing demand airline index
gross profits estimates pace gains 02

earnings reuters 2010 stocks trend

forecast reported peak analysts decline
falling growth delivery consumers falls gain
boost zone gained revenues manufacturing
economist largely pretax activity rate

statistics sales markets quarter rise ended
helped reserve unemployment

(b)

person signed importance experience
always officer university care different

station living use parents him often
men hospital brand women editor common
hopes using sunday voting went
community children decades age paper dr
students happen facilities throughout my
study am old press safety galway
technology thing ever me authority poll
friends runs groups family science
medical role voters model great your
south man everyone site media choice
leaving online rte particular found anything
limited school become television yes
develop launch student events saturday
college young understand belfast left
power arts especially benefits quality
website makes law her couple traditional
treaty

(c)

Fig. 3 Tag clouds for the top 100 word terms most strongly associated with 3(a) negative and
3(b) positive and 3(c) irrelevant articles. Most of the words appear to have an intuitively correct
association with article type.

5 Discussion

We have demonstrated that the joint estimator makes use of the word term associ-
ation with article type and thus outperforms the decoupled estimator for both bias
estimation and classification. This boost in performance is related to the ratio of
information in the features to the biases; if the annotators are all in agreement then
the word term classifier will contribute little to the model. If there is bias in the an-
notations and the word terms are influenced by the article type then they will have
a larger impact on the model and the joint estimation model will outperform the
decoupled estimation model.

The joint estimator can achieve a target level of accuracy in article labelling using
fewer biased annotators than the decoupled or majority vote labeling. This suggests
that our method could be used to generate savings in the context of crowdsourcing
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with inexpert or otherwise biased annotators. There is a computational cost associ-
ated with the joint estimation; the time to perform 100 iterations for the decoupled
and joint algorithms was approximately 16 and 50 seconds respectively. The joint
algorithm does not seem to take more iterations to converge; for example, using
the criterion that a change in log-likelihood of less than 10−3 required 38 and 36
iterations respectively. For a change of less than 10−2 they took 33 and 35.

The methodology outlined in the paper could be easily adapted to other model-
based classifiers where samples are labeled using noisy annotations.
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