New Advances in Automated Urban Modelling from Airborne Laser Scanning Data
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Abstract: Traditionally, urban models in many applications such as urban planning, disaster management, and computer games only require visual accuracy. However, more recently, updating urban infrastructure combined with the rise of mega-cities (i.e. those with populations over ten million) has motivated researchers and users to utilize city-scale models for engineering purposes (e.g. tracking pollution monitoring, optimizing solar panel placement), which necessitate high geometric accuracy. Currently, a major bottleneck lies in the cost of generating accurate, geo-spatially referenced models. This paper presents the evolution of some of the efforts to automatically produce such models. Specifically, recent advances in airborne laser scanning can rapidly acquire accurate, spatial data for large geographic areas in hours, but due to the size of the data sets, coupled with difficulties of capturing and portraying complex structures, many post-processing issues have only recently been addressed to a level sufficient to begin to facilitate automation, especially of building surface reconstruction. Automation is a critical step for further processing and utilization of airborne laser scanned data for engineering-based, urban modeling. This paper presents recent development of the methods for building detection and extraction, with an emphasis on patents and other contributions related to automated processing of airborne laser scanning data.
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INTRODUCTION

There is an increasing need for large-scale three-dimensional (3D) geometric models of urban areas for e.g. urban planners and civil engineers. These can include such seemingly disparate applications as predictive noise and pollution models or disaster mitigation. In the event of sudden infrastructure changes, such applications require accurate geometric models, and in post-disaster scenarios evaluating existing structures, models must be quickly generated. A major impediment to this has been the labor-intensiveness of such efforts. Recent breakthroughs in airborne laser scanning [also known as airborne Light Detection and Ranging (LiDAR)] flight path planning that emphasize building façade data capture has greatly facilitated the potential for rapid auto-generation of such models [1]. This paper presents the evolution of automated urban model construction, with an emphasis on airborne laser scanning data processing.

MATERIAL AND METHODS

Increasingly, large-scale computing efforts are being applied to urban planning and disaster management [2,3]. These applications range from optimizing single-incident fire department responses to predicting and mitigating regional flooding effects [4,5]. Many of these efforts have relied upon geographic information systems (GISs). Typically, governmental agencies maintain GIS basemaps of their jurisdiction. The majority of these basemaps are limited to two-dimensional (2D) representations, with 3D functionalities being limited to a highly narrow set of applications (e.g. to assess the impact of natural disasters [5,6]). In coming decades, as population and urbanization expands, threats to the quality of life issues (e.g. preservation of natural resources, green spaces, air quality, historic structures, and quiet zones) will continue to intensify. As such, better computer modeling capabilities related to these topics will be needed. Visualizing the large datasets involved in such city-scale surveys poses significant challenges (e.g. [7]).

One major issue has been data collection. An airborne laser scanner (ALS) generates large collections of points, called point clouds. The unstructured nature of these point clouds makes them unsuitable for effective direct visualization and engineering purposes. To enhance their usability, further processing is needed. The tasks of visualizing laser scanning data can be divided into two areas: (1) surface reconstruction from point clouds (e.g. [8]), which is a noise-sensitive procedure, the success of which is largely dependent on the quality of the sampled points; and (2) visualization of reconstructed surfaces, where efficient scene representations and caching methods must be employed in order to allow modern rendering engines to cope with the enormous data-sets involved. Visualization is crucial to understanding and analyzing large datasets and is, therefore, a critical issue in large-scale urban planning.
Virtual System Population

The visual population of GISs with urban structures has been implemented in a variety of ways, and difficulties arise when populating these and virtual cities (only some of which are GIS-based). The typical result is a graphically enhanced system that provides 2D images applied to various surfaces within a system. One approach is to combine a simple 3D model with detailed, real-world texture maps. Jepson et al. [9] did this by overlaying a GIS-based terrain and aerial photographs to position the final models with respect to the road network. A sophisticated version of this was used in the Virtual Dublin project, which used 3D Studio Max to model the surface structure of the buildings [10]. For that, an initial street map from the original computer aided design (CAD) was required, textures of each building façade were created from suitable resolution digital photographs, and aerial photographs of the city were added to texture the building roofs. Other approaches are described below.

Visual and Geometric Modeling from Imagery

Early attempts at modeling from imagery employed a photogrammetric method to reconstruct scene geometry from photographs, which combines both geometry-based and image-based modeling techniques [11]. The reconstructed models were then textured in a view-dependent fashion, with the texture manually selected from the original photographs projecting onto the models. The view-dependent texture mapping consists of multiple views of a scene that better simulate geometric details on a basic model. Similarly, in the MIT City Scanning Project extensive research was conducted towards automated models of structures for urban simulation [12]. A novel device was developed to automatically acquire building pictures, and then several algorithms were developed to perform 3D reconstruction both feature-based and region-based. Façade structure and texture were auto-extracted from calibrated pose imagery [13]. This method used sets of images from known positions, which were then correlated to extract vertical façade features. Wang et al. [14] extended this technique with the recovery of microstructure features, such as recessed windows, by incorporating multiple images of the same structure from different angles. These techniques relied on calibrated cameras being used from known global positioning system (GPS) positions. Similarly, Lee et al. [15] developed a method for automatically texturing the rough wireframe models of building models that had previously been generated from aerial photographs and ground-based, uncalibrated camera images.

Visual and Geometric Modeling from Procedural Generation

Since the visualization of a city needs to be comprised of site-specific, real-world data, and details. Images can be generated using various approaches by concentrating resources on well-known areas and central landmarks. Artificially generated data can be used to complete more distant geographic areas, with sufficient variety and detail without loss of visual credibility. Parish and Müller [16] employed such an approach using an L-system grammar following topography and population density maps (which may be real or artificially generated) as the basis for road network generation. Their system then divided the blocks between roads into allotments and used another L-system to create building models. A semi-procedural approach was used to texture details on the buildings by using pictures of actual buildings projected onto the surfaces of each building. Based on template-based patterns, a virtual traffic network for a given region was generated with a special focus on modeling large urban structures from 2D input images [17].

To create a virtual Manhattan, building generation was guided by user input related to building type and supplemented by manual building insertion [18]. Alternatively, shape grammars can be exploited to generate building models, which allow rapid development of detailed, varying building models, according to rules derived from the real world as demonstrated by Wonka et al. [19]. In contrast, Laycock and Day [20] generated 3D building models by extruding building footprints from GIS landline map data with building heights calculated directly from the laser scanning data.

Virtual City Examples

A sampling of available virtual cities shows a wide variety of the end users and technological orientations, from strictly manual constructions to grammar based modeling, and visual, auditory and haptic response feedback [21,22]. High-end visualization solutions are often developed for the gaming community, which rely on generating realistic scenarios of urban areas, as a part of their game play. The modeling of London for the game “The Getaway” [23] was constructed by manual data acquisition and application of acquired textures for façades similar to that employed in the Virtual Dublin project [10]. In all of these cases, what remains a limitation for their transformation beyond gaming
into something capable of engineering applications is that the information in the models is immutable. Arguably, remote sensing in the form of airborne laser scanning holds the potential to overcome this shortcoming.

**AIRBORNE LASER SCANNING DATA**

ALS has gained enormous popularity over the past decades due to its ability to rapidly acquire large amounts of accurate geo-spatially referenced data. Yet, because of data processing limitations, applications have generally been restricted to Digital Terrain Models (DTM) and Digital Elevation Maps (DEM). More recent efforts to auto-detect man-made objects (especially buildings) have encountered a number of difficulties from a large number of false-positives to the reliance on external (and often unavailable) data for pre-analysis and data segmentation.

Laser scanner output is a large collection of point samples on objects in a scene. Often, the purpose of such scans is to quickly and accurately create digital city models. For the majority of applications in digital city models, it is not sufficient to represent buildings with point samples. The main reason for this is that the points have no topological information (i.e. how the points are connected is unknown). For visualization and analysis purposes, working with surfaces is a superior approach. Surfaces are often represented in a piece-wise, linear pattern using meshes of triangles or quadrilaterals containing the critical topological information. However, going from point samples to surfaces is not trivial. Although most digital city models aim only to retain information about man-made structures, such as buildings and monuments, the ALS scanner will collect all objects within its line-of-sight. Therefore, the purpose of the segmentation is to identify which points belong to man-made structures and which do not. As regards to vertical surfaces, such as building walls, they do not tend to occur naturally in urban environments; if detectable, these can hamper surface extraction efforts. However, due to the large number of points present in current data sets, manual techniques for detecting building outlines are not economically feasible at a city-scale. Thus, automatic building outline detection is an important step in producing surface models of cities. Building outlines also provide some of the topological information required, since data points not within building outlines are not included. Once surfaces have been constructed, enhanced visualization and advanced modeling can be applied. There have been many attempts to achieve this. Rudimentary versions of some of these techniques are implemented in commercial ALS data processing software packages as described below.

**AUTOMATED STRUCTURE DETECTION FROM ALS DATA**

The following subsections briefly describe the various techniques that have been used for building outline extraction from ALS data. Note that hybrid variations of these techniques are common, however, success is always dependent on the most accurate data source. Thus, if one data source is much less accurate than the other, a hybrid approach makes little sense. Some approaches rely on 2D ground plans to identify building outlines. Unfortunately, ground plans are often unavailable or out of date, especially in a post-disaster scenario.

To assist in visualizing some of the concepts, ALS data of a study area located in central Dublin city, Ireland are used. The data were collected in 2007 using FLI-MAP 2 system with a scan rate of 150 scan lines per second and a pulse rate of 150,000 per second. Therefore, 1,000 pulses were emitted for each scan line and a total of 370,154 scan lines were acquired. The system operated at a scan angle of 60 degrees with an angular spacing of 60/100 degrees between pulses. The quoted accuracy of the FLI-MAP 2 system is 8 cm in the horizontal plane and 5 cm in the vertical direction, including both laser range and navigational errors [24]. As the data acquisition is emphasized to collect sufficient data points of vertical surfaces for 3D modeling, a fight path was designed as close to 45 degrees as possible to as many streets as possible [1]. The flying altitude over urban areas was chosen to be as low as possible and varied between 380 to 480 m, with an average value of around 400 m. Further, the widest possible scan angle for the ALS system of 60 degrees was used [24]. The study area of about 1 km² contains 205 blocks of buildings and some vegetation and was captured from 44 flight strips with 2,823 flight path points recorded with approximately 225 million points giving a point density of 225 points/m². As an overwhelming majority of surfaces in the study area are solid, in the form of streets and buildings, and a vast majority of points are first echoes, although secondary echoes are presented as a small portion of the points [24].

### 1.1 Aerial Photographs

Commonly, a digital camera is used along with the laser scanner during flyovers to capture color information. A number of photographs are taken during the flyover, and these can be rectified and merged to form a so-called orthophoto.
The orthophoto can be thought of as a "top-down" view, much like a traditional map. Using the information in this map, building outlines can sometimes be automatically identified. An example of a so-called false color orthophoto is shown in Fig. 1. A false color orthophoto is created by using the color values of the highest point within the pixel as the pixel color; a pixel is the most basic component of a digital image. Each pixel is a small square region in the image plane. Digital images are composed of a grid of pixels that represent the image data at different locations. From the outlined procedure, false color orthophotos can be created, which are conceptually identical to ordinary orthophotos.

In order to rectify and merge aerial photographs into an orthophoto, the underlying geometry must be known. The paradox here is that orthophotos are commonly used to determine geometry, and hence an estimated geometry must be employed during the creation of the orthophoto. Further, per definition, a perfect "top-down" view contains no explicit information about vertical surfaces. This means that implicit characteristics of such surfaces are the only way of identifying them. Such characteristics depend not only on the nature of the surfaces, but also on the surroundings of these surfaces, where exactly the characteristics are sought. Vosselman and Dijkman [25] outline a manifestation of this approach. Additionally, edges of building roofs can also be extracted based on colour aerial images by conventional edge detectors, e.g. using a Canny operator [26,27]. In contrast to pixel-based approaches above, an object-based approach, so-called eCognition, has also been used to extract the building outlines from aerial images [28]. Basic concepts of that method are that building blocks of object-oriented classifications are contiguous, homogenous, image segments. Image objects are generated by consideration of three parameters including a scale parameter (which determines the maximal heterogeneity value of the objects), homogeneity in color, and shape [28]. Users must determine threshold values for these parameters to suit with certain objects, in which the scale parameter can only be found empirically [29].

Fig. 1. By letting pixel values be the color value of the highest point in each pixel, a false color orthophoto can unintentionally be generated. Detecting building outlines from such an image is challenging. In this case, the thin rectangles lined end to end are bus roofs. Herein the pixel size represents an area of 0.25 m², and the image dimensions are 500 by 500 pixels.

Height Thresholding

Similar to the previous approach, height thresholding also relies on the construction of a "top-down" view of the scene. In this case, a digital image is constructed, where the height values of the pixels correspond to the height of the highest
point sample in each pixel (Fig. 2). An example of such an image is shown in Fig. 3. The simplest approach is to classify the pixels in the image according to their height. This can be done by comparing the height values to some threshold values. A more sophisticated approach assumes that height differences between neighboring pixels indicate walls. However, building walls are not the only manifestation of where height differences occur. Hence, in urban settings many outlines will be found, of which only the small subsets are building outlines. An example of a height threshold image is shown in Fig. 4. For this reason, when relying upon a single parameter, then height difference magnitudes must be compared to a threshold value and height differences smaller than this value are rejected as false outlines.

Fig. 2. Only the highest point in each pixel (blue points) determines the assigned depth image value (right). The larger the z-value of the highest point within the pixel, the brighter the pixel value will be. In this approach, much information is ignored (all red points) and subsequently not represented in the depth image.

Fig. 3. An elevation image
(Created by mapping ALS point data to an image. Brighter pixels correspond to higher elevation points, and black pix-
els have no point samples in them, which identify that the scanner failed to detect the reflected laser pulse. Herein, the pixel size represents an area of 0.25 m², and the image dimensions are 500 by 500 pixels).

**Fig. 4.** Derived building outlines by using height threshold. [After applying a height difference filter with a 5m threshold, picking out building outlines remains difficult because of the large number of edges present. Also, some pixels have no points mapped to them, falsely indicating an edge – seen as bright spots (near the image’s top and scattered in the middle). Herein the pixel size represents an area of 0.25 m², and the image dimensions are 500 by 500 pixels].

A single threshold value used for an entire scene offers little flexibility in terms of accurately processing different building sizes (e.g. low rise versus high rise) and types (e.g. residential versus commercial). Using threshold values is a tedious approach of segmentation, as it requires a lot of guessing and testing before a good value is found, and in many cases, no single threshold value will give a perfect (or even very good) segmentation. An example of such a scene is shown in Fig. 5.

**Fig. 5.** The scene illustrates the difficulty of a single threshold. If an arbitrarily low threshold ($T_{\text{low}}$) is chosen, points on the tree crown will exceed the threshold. If an arbitrarily high threshold ($T_{\text{high}}$) is chosen, points on the lower building on the right will fail the threshold. For this scene, it is impossible to choose a threshold that both identifies the buildings and discards the tree.
If everything higher than a selected 5m threshold is classified as part of a building, then double-decker buses, billboards, tower cranes, and large trees will all be improperly included. Selecting a higher threshold value would unintentionally exclude single-story buildings. An example of using height differencing is shown in Fig. 4. Intensities in this image are proportional to the magnitude of the height difference at each pixel. The image shown contains false edges due to missing data (bright spots) and non-building outlines (e.g. from vegetation or vehicles in the streets). Distinguishing building outlines from other outlines in this image is difficult. For further use, a threshold must be applied, in order to remove false edges and non-building outlines. Choosing a suitable threshold value is problematic in this case, because the false edges have higher intensities than the building outlines, and the non-building outlines have lower intensities than the building outlines. This leads to a situation similar to that depicted in Fig. 5, where it is impossible to choose a single, threshold value that fully satisfies.

Orientation Thresholding

An alternative is applying a segmentation technique known as region growing for orientation thresholding. In this approach, a seed pixel containing a vertical surface is identified and becomes the initial seed pixel. The orientation of the surface at the seed pixel is compared to the orientations of the surfaces in surrounding pixels. If the difference in orientation between the seed pixel and its neighbors is smaller than some threshold, the neighbors become seed points in the next iteration. This continues until all pixels have been visited and evaluated. This can be a bit circular in nature, if the orientation of the initial seed pixel is not inherently known. Additionally, region-growing methods require threshold values in order to determine if neighboring surfaces belong to the same region. As mentioned above, it is difficult to find a threshold value that performs well for an entire scene.

In three dimensions, surface orientations are described by normal vectors (i.e. vectors perpendicular to the surface). However, where the underlying dataset is a point cloud, as for example from laser scanning, this means that the surface needs to be detected first before the normal can be computed accurately. Consequently, using orientations for automated building extraction is circular in nature. In addition, region-growing methods require threshold values in order to determine if neighboring surfaces belong to the same region.

Problems associated with these approaches

The above-described techniques assume that the data are sampled regularly across a planar grid. Because the scanner sweeps across the flight path during the scanning process, the data are in fact not sampled regularly; this is illustrated in Fig. 6. The main argument is that the collected samples are taken with constant angular spacing from the viewpoint of the scanner. This, however, does not correspond to constant spacing in the scene. Although these assumptions simplify implementation [e.g. when creating a DEM or Digital Surface Model (DSM)], the resulting models are of poor quality. Additionally, such models cannot support perfectly vertical surfaces. Without overlapping samples, an infinite slope would be required to represent vertical surfaces.
Fig. 6. Laser pulses are emitted at regular angular intervals from the scanner. However, the spacing between the point samples (dots) on the ground is not regular (i.e. $d_2 > d_1$).

Sithole and Vosselman [30] noted that ALS data are inherently irregular spaced. This fact is important, because typically, point data are sampled in some sort of regular grids (e.g. regular pixels or voxels), but that paper (like the techniques previously discussed) ignores the possibility that point samples can overlap in the vertical direction. The technique assumes that there is only one height value associated with every patch on the ground. That assumption reduces the dimensionality of the data set from 3D to two-and-a-half dimension (2.5D) and like the height thresholding approach discards significant amounts of the data.

TOWARDS AUTOMATED BUILDING EXTRACTION

The most recent work in the field of building extraction from raw laser data, which are semi-automatic or automatic methods, can be divided into two major categories as either model-driven or data-driven [31]. The first technique tries to fit certain shapes to the data. The model-driven approaches are more robust in the presence of noise and are often simple from a computational point of view, but are limited by the fact that shapes have to be given as input, and therefore require a certain amount of a priori knowledge about building shapes. As such, Haala et al. [31] proposed four different house primitives and their combinations to derive automatically 3D building geometry from ALS and existing ground planes of buildings. Texture was taken from terrestrially-based photographs [32]. You et al. [33] generated building models by adapting a set of appropriate geometric primitives and fitting strategies. Although the algorithm was able to model a variety of complex buildings with irregular shapes, it required user interaction, and these models
lack both overall detail and building wall details. Further, Hu et al. [34] used a combination of linear and non-linear fitting primitives to reconstruct a complex building. Aerial imagery was aided to refine models and improve accuracy. These techniques all neglect building wall details. In the most extreme case, walls are simply extruded from the ground-plane employing user-selected or computed building outlines. In contrast, the second technique tries to extract shapes directly from the given data set. The data-driven approaches are capable of modeling arbitrary building shape and do not need a priori knowledge as in the model-driven approaches, but they are more sensitive to noise and require careful segmentation of the point samples. For highly regular structures (e.g. standalone houses in a residential development), this is not a problem, but in more organic and/or historic areas this is not simple. A common approach is to cluster points on building roofs and then determine roof planes. Building walls are then simply extruded up to the roof height along the building outline, to produce box-like buildings with detailed roofs. As such, Vosselman and Dijkstra [35] used a Hough transform for extraction of plane faces (roof planes) from the ALS data, and then 3D building models were reconstructed by combining ground planes and detected roof planes. An example of this is also covered in patent WO2006121457 [36], which used the fitting of primitives (planes and prisms) to build a 3D surface model from a point cloud. The workflow is presented as 3D building reconstruction but does not seem to include segmentation or post-processing of the raw point data; therefore assuming it to be done already.

In an attempt at reconstruction of detailed geometric building façades from LiDAR data, elevation points of the building façade were considered. In 2001, Morgan and Habib [37] were the first to consider point samples on the building façades. They used simulated data sets because at the time, ALS technology was not thought capable of acquiring sufficient vertical surface data. In that approach, no segmentation method was proposed. Even as late as 2004, Vosselman et al. [38] provided a survey paper on structure detection in raw point clouds that assumed no vertical overlap. On one level, the assumption is easy to understand as the point density vertically can only be a fraction of that collected horizontally and with a traditional single-pass flight plan oriented parallel to the streets vertical data density would be relatively sparse. Using newly devised, overlapped, flight paths oriented diagonally to the street grid has increased significantly vertical data density of the building façades, as schematically shown in Fig. 7. However, providing sufficient sampling density of vertical surfaces for reconstructing high details of the building facades still remains a challenging issue. In following paragraphs, recent efforts at extraction of building outlines and reconstruction of roof shapes for building models from common data sources such as aerial stereo images or LiDAR data or both are briefly described.

![Fig. 7. Resulting vertical point density from new diagonally-oriented, overlapped, aerial flight path based on [1]](image-url)
For extracting building outlines, in patent KR20030032626 [39], quadratic function curves are fitted on scan lines in a 3D image (height field), which is based on an initial 2D projection of the data, and the curvature difference between these curves is thresholded in the segmentation step. Also, patent US7515153 [40] presented a method to extract a building polygon shape from a wide aerial image, which is to generate a map efficiently. From at least one position in a building existing within an aerial photograph, a polygon of a building region is extracted based on a result of discriminating a colour around the given position. The roof texture analysis is conducted by determining sample colour for matching pixels for detection of the building region. Then, a polygon line and a vector of the polygon line of the building region are generated. Similarly, in patent US7733342 [41], there is a method of extracting building height and location through shadow analysis from a single aerial image of a building, using time and date of capture, area of capture, and camera location. The azimuth and altitude angles of the camera are initially calculated. A building roof is manually located. A height value is assigned to the extracted contour of the building roof and adjusted until the location of the shadow projected onto the image coordinates based on the assigned height coincides with the location of the actual shadow of the building existing on the image. The building’s geometry is then extracted by translating the extracted contour of the building roof using the height value and vertical line of the building. Additionally, Vallet et al. [42] presented an algorithm to enhance building footprint detection by splitting the footprints along their principal directions and remerging them to make subsequent 3D reconstructions easier, more accurate and more robust. The algorithm is based on a segmentation energy that incorporates the horizontal and vertical gradients of raster data (photos or DEM).

The potential richness of such previously discarded data slowly begins to emerge in 2003 with patent JP20031346144 [43], in which a building area is extracted from laser data provided by aerial laser radiation. An image is created from the laser data through orthogonal projection. Then, a simple depth image is used for edge extraction. An alternative approach divides the scan points into grid data, in which the grid size was adopted between one to two times the raw data point spacing [44]. The cell value is set to be the median of 8-neighbour cells, if the grid cell is treated as having no data, and the 8 neighbours are classified as “non-empty”. Then, the region growing based on a height difference from the central pixel is applied. The technique was devised to identify terrain, building, or vegetation based on their geometric and topology descriptions. Similarly, Dorninger and Nothegger [45] offered a new segmentation algorithm inspired by a grid-based approach. It is based on a Euclidean metric, as opposed to Delaunay triangulation, but assumes that 2D boundary polygons are known for each building. Additionally, Kabolizade et al. [46] applied a height threshold to a DSM in order to extract man-made and natural objects with different heights over a terrain. After removing trees from the DSM data, building edges were detected from the DSM by a Canny edge detection operator. These parameters of a snake model were optimised by a genetic algorithm to improve extraction of building boundaries. The results generated better compliance with the true building contours, reduced operator involvement, and improved overall speed. Alternatively, based on the decision level fusion of textural and spatial information extracted from LiDAR range and intensity data, Samadzadegan et al. [47] proposed a multi-agent methodology for building and tree recognition. Two different operational levels based on the types of contextual information are employed. First, both object-recognition agents decide on the types of objects in the study area based on textural information to generate the candidates of the building and tree region. In the second operational level, building and tree recognition agents perform some operations at the macro-level to modify the candidate building and tree regions based on spatial information. The proposed method still needs further agent definition and contextual information for the recognition process but incorporates different source information to enhance the potential capabilities.

In the most recent patents, a manual process [48] is proposed to generate topographical models of man-made structures from raw point cloud data based upon a peak histogram of height values of data points within a selected building area, or the centre of the first or predominant height cluster that meets a predetermined set of statistical criteria. Users select building shapes based upon a trade off between visual resemblance and acceptable error for each building, which depends upon the particular error parameters for a given geospatial model dataset. Then, a topological building is replaced by data within the user-selected building area based upon the building shape and height. Also, for identifying buildings from ALS data, Matei et al. [49] classified point cloud data into ground and non-ground points representing buildings and clutter, in which non-ground points were those that were higher than a predetermined threshold. The processing segmentation included four steps: estimating local surfels (local planar patches) of the non-ground points, grouping non-ground surfels into coarse regions by using a bottom-up region growing technique, fitting points to the plane by employing an expectation maximization technique, and segmenting building regions from the planes. Contours of each building segment were extracted by using a ball-pivoting algorithm [50].

Although point cloud density has increased significantly in recent years, it is not generally sufficient for reconstructing building models because of various architectural styles among urban and rural regions. In efforts to reconstruct geo-
metric building models, a common approach is to reconstruct a building’s roof, and then generate a primitive of the building’s roof and the building outline by using various sources as LiDAR data or aerial image. Patent JP 2003141567 [51] presented an algorithm to generate a 3D city model from detection of roof edge lines (such as gables). A boundary edge between a building and a ground was detected based on a range data with 3D coordinate values of the surface shape. The plane of the roof of the building was divided, and a polygon of outlier roof edges of each building was detected from roof edges formed between the adjoining areas. The 3D model was generated from the polygon of the roof edges. In WO 2008/094301 [52], a multi-direction gradient calculation was introduced to identify types of building roofs from building roof data points, in which the building roofs are assumed to be flat, sloped, domed, or complex. Each building’s data points were divided into multiple grids, and then the sum of the distance of opposite sides of the grid was calculated. Data points of each building roof were extracted based upon an aggregation of localized peak data points. The standard deviation of the elevation histogram data was compared to a threshold, in order to identify each building’s roof type. Also, Kim and Shan [53] modeled building roofs from ALS data. Roof segmentation was simultaneously determined multiple segmentations by the method of multiphase and multichannel level sets. The local planarity of each ALS point was analyzed, and normal vectors of planar points were used for segmentation, which was done by applying two level set functions to segment up to four directional planes. Then, co-planar and parallel planes are further separated into individual roof segmentation through analyzing their connectivity and homogeneity. Consequently, roof structure points were determined by intersecting adjacent roof segments and connected based on their topological relations inferred from the segmentation outcome. Although the proposed approach can reconstruct multiple roof segmentations and more complex roofs, the method requires the separation of building points from others, and sufficient data points representing roof segmentations, depends on the average data point density of the input data.

To combine LiDAR data and optical imaging data, patent TW252910B [54] extracted the 3D structure lines of the building based on mutual data exchange obtained by merging the two data sources above. Alternatively using ALS data and existing ground plans, Kada and McKinley [55] decomposed building footprints into sets of non-intersecting cells. Points inside a cell were then compared to a library of template roof shapes. Roof shapes were then determined from the normal directions of the ALS points. The validity of this approach was tested as part of 3D city models of East Berlin and of Cologne. As the decomposition of a ground plan has numerous cells, a roof may be comprised of many cells, which causes difficulty in fitting a parametric roof plane. Alternatively, patent GB2457215 [56] proposed using a plane fitting algorithm from fusing airborne optical data with ALS range data or DSMs with conditions of the roof slope and minimum size for building detection. In this technique, an initial building footprint was generated by individual, orthogonal, or linear segments and then the refined building outline was achieved using filtered stereo matched points with a least-squares’ estimation. The building’s roof was constructed by implementing a least-squares’ plane fitting, for which the building outline, the minimum size of the planes, and the maximum height tolerance between adjacent points were the restricted conditions. Subsequently, neighbouring planes were merged using Boolean operations for generation of solid features. Elshehaby and Taha [57] presented three approaches based on a maximum likelihood classification by combining spectral satellite images and ALS data for building detection. The first approach is based on classification of multispectral satellite image, while the height information from ALS data is combined to a spectral channel in the second approach. The third approach is based on classification of a normalized difference vegetation index from multispectral satellite image and height information from ALS data as additional channels, in which the building is detected by application of a predefined value of the normalized difference vegetation index based on its histogram and of a different height threshold to normalized digital surface model (DSM). The last approach proved superior for building detection, as well as for separation of buildings from trees, when compared to first two approaches. Those building detection efforts were subsequently improved by using a “knowledge engineer” (including hypotheses, rules and conditions for identify buildings) that is available in ERDAS Imagine 8.7 software. Furthermore, by combining ALS data and multi-spectral aerial images, change detection of buildings in earlier 3D building models was introduced in 20100150431 [58]. In that, a height threshold was selected to identify ground areas, while vegetation areas were determined from the spectrums of red light and infrared light in the aerial image for non-occluded areas and from a texture image of the normalized digital surface model through classification likelihood. Ground and vegetation areas were eliminated from ALS point clouds, and then wall points, which were the lowest points of vertical triangles generated by triangulated irregular network (TIN), were also removed. Plane equations of building roofs were obtained by calculating coordinates of the building corners. Then, height distance between roofs and the laser scanning point clouds were calculated. Characteristics of the change types can be determined by change areas and change ratios in the roof plane compared to a threshold, measured as a ratio of changed points to total points or as a ratio of changed points to total point density.

Additionally, readers can refer to Haala and Kada [59] for a historical overview of building reconstruction approaches.
over the last two decades. Unfortunately none of the methods exploits the full richness of the ALS dataset both with respect to variation patterns in the vertical data distribution (as seen in Fig. 7) or with respect to flight path data. As described below, a recently filed patent PTO 56793223 [60] attempts to do both with a series of discrimination functions.

ROBUST AUTOMATED BUILDING OUTLINE EXTRACTION

Airborne laser scanning produces point samples represented as \((x, y, z)\)-tuples in a 3D space. The \(x\)- and \(y\)-coordinates can be regarded as a point sample’s horizontal position, and the \(z\)-component as height. For urban areas, it is not uncommon for the number of point samples in the hundreds of millions per square kilometer. The point samples represent distances from the scanner to objects in the underlying scene. The scanner’s position is known at all times and, therefore, the point samples can be considered as related to each other. Since an infinite number of point samples are required to represent even a single object completely, objects in the scene are represented incompletely.

Although working with surfaces is usually preferable to point samples, reconstructing surfaces from a collection of point samples is not trivial. Most often, only permanent man-made objects (e.g. buildings and other permanent structures) are of interest in the surface reconstruction process. This means that any reconstruction method must distinguish between points that are sampled on man-made objects and natural objects. To this end, being able to identify building walls is a first step towards making this distinction. When viewed from above, building walls appear as lines and are, therefore, herein referred to as building outlines. Building outlines represent the geographic boundaries of the data. Building surface reconstruction is then based only on the points with the boundaries of the building’s outlines. For this reason, building outline detection is an important step in surface reconstruction.

An overview of this method is shown in Fig. 8. What distinguishes this from previous methods is its complete independence from a priori knowledge. The procedure involves mapping to a 2D grid herein referred to as binning, followed by the generation of an intensity image based on a discrimination function, and the subsequent application of a Hough transform from which parametric lines can be established automatically.

![Fig. 8. An overview of workflow and data representations.](image)

The first processing step involves mapping all the point samples onto pixels (Fig. 9). The next step involves image processing, which assumes an image (i.e. a grid of pixels laid out in a regular square pattern). The data must therefore be converted to an image. This is conventionally done by observing that each pixel corresponds to a square region on the ground, which therefore becomes a bin for collecting observations. Each pixel is then assigned one or more values...
representing summary information about all points that fall into the corresponding bin. Hinks et al. [60] arrange a model of the image plane to cover the entire horizontal extent of the point clouds. The mapping subdivides the point cloud into smaller groups of points. The grouping is based on the x- and y-coordinates of the points. Points are mapped onto the same pixel belong to the same group. The pixel size must be selected with respect to the level of detail on objects represented by the point clouds. If the point clouds are sparse and pixel resolution is high, many pixels will have no or only a few points mapped onto them. Optimally, pixel groups contain enough points to allow subsequent stages of processing to robustly identify vertical surfaces. Presently, it has yet to be determined exactly how many points are required per pixel and how much this number will vary depending upon different point distributions. Therefore, pixel resolution should be an input parameter in this method.

Next, a scalar value is computed for each pixel using a discrimination function. This function requires only a set of points as its input; no external data (e.g. building ground plans) are required. The discrimination function is designed to assign bright values to those pixels, which are mapped from the points of the building walls. For each pixel, the discrimination function is applied to the mapped points, and the resulting value is assigned to the pixel. These pixels, each with a scalar value, become an intensity image and reconsider the data’s presentation in 2D. Additionally, the unnecessary data (e.g. vegetation) can be deemphasized by assigning low intensities to the pixels, which are mapped from the points without indicating the presence of vertical surfaces. The idea can be exemplified with a simplified case. Consider a pixel that has ten points mapped to it, and all of these ten points are close to ground level, with the simplistic assumption that ground level is the plane in 3D space where the z-component equals zero. Therefore, it is unlikely that these points were sampled on a vertical surface, since one of the characteristics of points sampled on a vertical surface is that they are distributed in the vertical direction, and not in the horizontal plane. Thus, a low intensity is assigned to the pixel.

The final step in transforming the intensity image to a set of building outlines is accomplished by applying a Hough transform [61] to the pixels in the intensity image. A Hough transform works by taking each pixel and transforming the location of the pixel within the image and its intensity to a so-called parameter space. Within this space, the equations describing the lines present in the intensity image can be extracted. The sample data set is a part of a larger data set of 6 km² captured during a 2007 flyover of Dublin, Ireland’s city center. The subset used for initial testing is a 250 m by 250 m area.

![Fig. 9. Left: Perspective view of a collection of point samples in relation to the image plane onto which they are mapped. Points are mapped according to their x- and y-coordinates. Right: Top view showing two different pixel resolutions. Note that higher resolution leads to smaller pixels and, thus, less points per pixel.](image)

The technique is robust and flexible as it uses few parameters, which rely only on intrinsic geometric features present in the data, and can be adapted to a wide range of urban geometries, as will be further explained below. The method does not require users to optimize a large number of non-intuitive parameters, while still allowing users to customize functions rather than choosing scalar parameters (e.g. threshold values). Furthermore, the method is not limited by occlusions that arise when working with aerial orthophotos. This means building outlines that are occluded when viewed directly from above are still detectable. For instance, some buildings have overhanging roof parts that occlude the fa-
cade when viewed from above (Fig. 10). The method [60] can detect these cases, despite overhanging obstructions. Additionally, the method [60] employs a discrimination function that is customizable and can exploit flight plan data, as well as data distribution within each pixel. Thus, this provides a new way of reasoning during the segmentation of the large point clouds. Thus, the input provided to the Hough transform is a new kind of intensity image, which depends not only on the minimum and the maximum values, but also on the values computed from a set of points and, thus, incorporating inter-relational properties not found in single points. Further, the usage of the first order properties, such as a normal, is avoided since such values are often not available. Finally, computing a normal is also avoided as it would require checking points in neighboring pixels for nearest neighbors, and thus rely on the relationship between pixels and the rotation angle of the image plane (although [60] is not completely rotationally invariant). To look for vertical surfaces in the specific pixels makes more sense than checking for changes between neighboring pixels, which requires searching for implicit characteristics of vertical surfaces in these pixels. Further, this technique [60] facilitates the future application of complex adaptive subdivision schemes.

Fig. 10. Left: A section of a building shown in relation to the image plane. Right: Height differencing segmentation methods erroneously identify building walls at incorrect locations from depth images for buildings with overhanging roof parts. Using [60] avoids this problem.

Implemented in C++, using either LAS or ASCII data for its input file, the inclusion of flight path information allows prediction of the expected number of point samples within a pixel. This allows a more robust use of the number of points within each pixel in future discrimination functions. In Fig. 11, application of the method clearly shows building outlines as brighter than their surroundings. Also, the false outlines that emerged in Fig. 4 by application of a simple height threshold have now disappeared by using the discrimination function in Equation 1.

\[
f_D(n, \Delta z) = \frac{n e^{(\Delta z / \Delta z_{\text{max}})}}{n_{\text{max}}}
\]

[Equation 1]

where \( n \) is the number of points mapped to the pixel, \( \Delta z \) the height difference between the lowest and the highest points in the pixel (not across the entire dataset), \( n_{\text{max}} \) the maximum number of points found in any pixel, and \( \Delta z_{\text{max}} \) the largest height difference found in any pixel (Fig. 12). In this case, the discrimination function depends only on the point count and height difference – properties exclusively of the mapped points.
Fig. 11. Building outlines (identified by using the discrimination function with the full 3D nature of the point clouds. The pixel size represents an area of 0.25 m², and the image dimensions are 500 by 500 pixels).
The discrimination function assigns larger intensities to pixels with large point counts and large height differences. By assigning the height difference as an exponential term, its importance is enhanced. The main reason for this is that the spatial irregularity of the point samples makes the point count a less robust measure. This problem arises directly beneath the scanner, where the point density is high, without a substantial presence of vertical surfaces. Off to the sides, point density decreases on horizontal surfaces, but the presence of a vertical surface will again increase the point density. Consequently, a large point count can be either a horizontal patch directly beneath the scanner, or a vertical surface, making the point count a somewhat ambiguous measure.

CURRENT AND FUTURE DEVELOPMENTS

Since segmentation according to [60] can be used for an arbitrary image plane, it is theoretically possible to detect any planar features present in the data by aligning the plane correspondingly (Fig. 13). To do so, the characteristics of the extracted surfaces must be generalized. Extracting vertical surfaces is then a special case of this more general formulation that occurs when the image plane normal is parallel to the z-axis (i.e. the image plane is horizontal). For instance, to find all the planes in the point clouds with a 45° orientation to the ground, the image plane can be oriented accord-
ingly to extract roof planes. The point distribution within the bins would vary drastically as the image plane orientation changes.

**Fig. 13.** This 2D example illustrates how the image plane orientation can be varied in order to extract non-vertical planes. Each image plane has an associated normal \( \hat{n}_p \), which describes the plane’s orientation. Further, each image plane has a highlighted pixel that indicates that the point distribution in this pixel is likely to be a surface of interest. Using vector notation, this reasoning can be extended to 3D.

Although recent research efforts were successful in reconstruction of building models in a large-scale city, they are mostly semi-automatic, which requires user operations and knowledge of building information. These algorithms have not yet been implemented into commercial software to generate 3D models of the city and require interactive tasks depending upon the complexity and detail level required of the city model 3D model. Development of fully automatic algorithms is still considered a research topic.

Requirements for high levels of details in 3D model city from LiDAR data is a growing challenge, because current point densities do not sufficiently represent the wide range of architectural styles of existing building facades. Current sample point density roughly reconstructs roof shapes but not building outlines [62] as they were often generated from roof edges, which may or may not reflect the buildings’ outlines. The use of a ground plane or combining aerial images improves building outline detection, but adds complexity while failing to exploit the latent information of the geometric distribution of the point clouds. Mathematical theories to improve flight path planning and better incorporate flight related parameters [1] will continue to improve inputs. However, large occlusions make use of mobile laser scanner (MLS), which is terrestrially based and is a potential cost- and time-effective tool for collecting data of the vertical walls. Combining MLS and ALS data should offer new approaches for reconstructing 3D city models with high levels of architectural detail [63,64].

**LIST OF ABBREVIATIONS**

Airborne Laser Scanner: ALS
Computer Aided Design: CAD
Digital Elevation Model: DEM
Digital Surface Model: DSM
Geographic Information Systems: GISs
Global Positioning System: GPS
Light Detection and Ranging: LiDAR
Mobile Laser Scanner: MLS
Three-Dimensional: 3D
Triangulated Irregular Network: TIN
Two-Dimensional: 2D
Two-and-a-Half Dimensions: 2.5D
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