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Module Advisor:
Guiding Students with Recommendations

Nina Hagemann, Michael P. O’Mahony, and Barry Smyth

Insight Centre for Data Analytics, School of Computer Science
University College Dublin, Ireland
http://www.insight-centre.org

Abstract. Personalised recommendations feature prominently in many
aspects of our lives, from the movies we watch, to the news we read,
and even the people we date. However, one area that is still relatively
underdeveloped is the educational sector where recommender systems
have the potential to help students to make informed choices about their
learning pathways. We aim to improve the way students discover elec-
tive modules by using a hybrid recommender system that is specifically
designed to help students to better explore available options. By combin-
ing notions of content-based similarity and diversity, based on structural
information about the space of modules, we can improve the discover-
ability of long-tail options that may uniquely suit students’ preferences
and aspirations.

Keywords: Recommender Systems; Content-based Filtering; Diversity;
Collaborative Filtering; Module Recommendations; Elective Modules

1 Introduction

Today’s students enjoy a wide variety of options regarding the availability of
courses and modules, encouraging students to broaden their horizons, explore
their interest and strengths, and develop new skills. One such opportunity of-
fered in many universities is the possibility to freely choose elective modules
from outside a student’s main area of study. The taking of such elective mod-
ules is often a mandatory requirement of programmes of study, and can have a
significant impact on students’ academic experience and overall performance.

Unfortunately, in practice, student choices are often limited by discoverability
challenges and overcrowded modules as students flock to popular options. As a
result many students follow the crowd or their peers’ recommendations when
selecting electives. This trend was confirmed to exist in a preliminary exploratory
data analysis of the Computer Science undergraduate students in our institution.
An analysis of historical student data revealed an imbalance in elective module
allocations. The percentage of students choosing modules outside of Computer
Science decreased rapidly over time; instead, students selected from a limited set
of popular modules. This lead to many unsuccessful allocations (given constraints
on enrolment numbers), obliging students to settle for their second or third
elective module choices. We hypothesise that one of the reasons for these trends is
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the low discoverability of elective modules, especially those outside of a student’s
core area. Therefore, our main objective is to support students in discovering
elective modules outside of their main field of study.

The need for a recommender system for academic guidance has been es-
tablished over ten years ago. Previous research has shown the possibilities and
requirements for such systems [2, 4, 11]. More recently, the interest in recom-
mender systems for the educational sector has grown and studies agree on the
benefit of recommender systems for module exploration [1, 5]. However, the ma-
jority of this research focuses on grade prediction or the use of grades as an
indirect way of measuring students’ ratings of modules [3, 6].

Although we agree that success in a module is an important factor for stu-
dents to choose their modules, in this work we focus on the content of a module
and its relevance to students’ interests. We focus on supporting students in find-
ing modules that are related to, but outside, their main area of study. We devel-
oped a prototype application that includes a personalised recommender system
which helps students to discover lesser known elective modules by introducing
diversity into the recommendation process.

In this paper we briefly present the current prototype and the underlying
recommender system techniques and discuss the results of a preliminary offline
study.

2 User Interface Prototype

To help students discover suitable elective modules we developed a prototype
web application as shown in Figure 1. The application includes a personalised
recommender system where students can choose modules from their module
history and receive elective module recommendations based on their choice. A
slider allows students to control the degree of discovery in the recommendations
that are made. Moving the slider introduces diversity into the recommender sys-
tem algorithm and acts as a natural explanation for the recommended modules.
Thus, students are facilitated to gradually explore modules outside of their field
of study and to broaden their knowledge about available modules in different
areas.

3 Module Recommendation Approaches

In this section, we describe the proposed hybrid approach to elective module rec-
ommendation used in the application. We further briefly describe a collaborative
filtering approach that is used to evaluate our results. The following notation
is introduced. Let S and M denote the set of students and modules in the sys-
tem, respectively. Each student, si ∈ S, is profiled by a subset of the modules
which they have previously taken. Let Pi denote the profile of student si, where
Pi = {m1,m2, . . . ,ml} and mj ∈ M denotes a particular module. Based on
the modules in the profile, candidate elective modules (i.e. all elective modules
offered by the university) are ranked and a top-N list of recommendations is
returned for student si.
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Fig. 1. Screenshot of the recommender system part of the prototype

The proposed hybrid recommender consists of two components to produce
recommendations. The first component prioritises candidates that are similar in
content to those in the student’s profile; for this purpose, a traditional content-
based (CB) recommender is used. The second component prioritises candidates
from outside the student’s programme area; in this case, a hierarchical taxonomy
of the available programmes of study and associated modules is created, and can-
didates which are furthest from those in the student’s profile are recommended.

Content-based Recommender. Each module has a descriptor which provides a
textual description of its content, aims and learning outcomes. Thus, modules
can be viewed as documents made up of the set of terms contained in their de-
scriptors. Using the Vector Space Model (VSM) [9], each module is represented
by a vector in an n-dimensional space, where each dimension corresponds to a
term from the overall set of terms in the collection. Standard preprocessing of
documents is performed, such as tokenisation, stop-words removal, and stem-
ming [7]. Each module is represented as a vector of term weights, where each
weight indicates the degree of association between the module and the corre-
sponding term. For term weighting, we employ TF-IDF (Term Frequency-Inverse
Document Frequency) [8], a commonly used scheme in information retrieval. The
intuition behind TF-IDF is that a term which occurs frequently in a given doc-
ument (TF), but rarely in the rest of the collection (IDF), is more likely to
be representative of that document. Given the vector space representation the
similarity between two modules is computed using cosine similarity [8].

The rank score of a candidate elective module, mc, for student si is cal-
culated as the mean cosine similarity between mc and each of the modules in
the student’s profile, Pi, as follows: scoreCB(si,mc) = 1

|Pi|
∑

mj∈Pi
sim(mc,mj).

Candidates are ranked in descending order of score.

Taxonomy-based Recommender. In order to recommend modules to students
from outside their programme of study, an approach based on a hierarchical
taxonomy of the academic structure of our university is used. Briefly, there are
six Colleges, each with a number of constituent Schools. Each School offers a
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number of programmes of study, and each module is associated with one or
more of these programmes.

While more sophisticated approaches are possible, here we make the general
assumption that modules from the same programme are more closely related
than those from different programmes. The following approach to used to calcu-
late the rank score of a candidate elective module mc for a given student si with
profile Pi: scoreTB(si,mc) = 1

|Pi|
∑

mj∈Pi
rel(mc,mj), where rel(mc,mj) is 0 if

both modules belong to the same programme; 0.33 if the modules are from dif-
ferent programmes offered by the same School; 0.66 if the modules are offered by
different Schools in the same College; and 1 if the modules are from programmes
offered in different Colleges. Using this approach, higher scores are assigned to
candidate modules which are further from those in the student’s profile, thereby
facilitating the student to to broaden their learning experience.

Hybrid Recommendation Ranking. The above provides two alternatives to elec-
tive module recommendation. The former prioritises candidates which are similar
to a student’s profile, while the latter prioritises candidates which are furthest
from a student’s core programme of study. These approaches can be combined to
allow students to better explore the wide range of elective module choices avail-
able from across the university. An overall score for a candidate elective module
mc is calculated for student si as follows: score(si,mc) = α scoreCB(si,mc) +
(1 − α) scoreTB(si,mc), where the parameter α can be varied to influence the
diversity of elective modules recommended.

Collaborative Recommender. We also consider a neighbourhood-based collabo-
rative filtering (CF) approach [12]. As before, each student si is profiled by a
subset of previously taken modules, Pi. The neighbourhood for a given student
si is determined based on profile similarity, where the similarity between two
profiles, Pi and Pj , is calculated using the overlap coefficient [13]. Once the k
most similar students to student si are identified, a top-N list of elective module
recommendations, ranked by their frequency of occurrence in neighbour profiles,
is then returned to the student. Using this approach, the elective modules which
are popular among students with similar profiles are recommended.

4 Evaluation

We randomly selected 100 Computer Science students from the historical data
set. Each student is represented by an average of 20 core modules, from which
we randomly select three as the input to the recommender system, mimicking a
student’s input into the web application.

We conduct a leave-one-out test [10] and generate a top-10 recommendation
set for each student for each recommendation approach: a pure content-based
approach (α = 1), three hybrid approaches (α = [0.25, 0.5, 0.75]), and the collab-
orative filtering method (CF ). To evaluate the offline results we are not using
a classic accuracy score as we hypothesise that our ground truth, that is the
set of elective modules actually taken by students, is skewed due to the reasons
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explained above (i.e. students largely following peer recommendations or simply
choosing popular modules). One of our main objectives is to broaden the range
of modules that students are aware of. Hence, we evaluate our results comparing
the number of distinct modules recommended over all users, and the number
of distinct subjects covered by these recommendations. To evaluate relevance,
we use sim-to-core (StC ), a metric that determines the average similarity of the
most similar module in the student’s profile, Pi, to each module in the recom-
mendation set, Ri, as shown in Equation 1:

StC(Pi, Ri) =

∑
mk∈Ri

simmax(mk, Pi)

|Ri|
, (1)

where Ri = {m1, ...,mr} is the set of elective module recommendations and
simmax(mk, Pi) returns the maximum similarity between the recommended elec-
tive module mk and the modules in the students profile.

4.1 Results & Discussion

Firstly, we consider the overlap coefficient [13] of the recommendation sets pro-
duced by the various approaches (Table 1). As expected, as more diversity is
introduced into the recommendation process (i.e. as α is decreased), a decrease
in overlap between the recommended sets is observed. For example, an overlap of
76.5% in recommended sets is seen between the pure content-based recommender
(α = 1) and the hybrid approach with α = 0.5. Comparing the recommendations
made by the collaborative filtering approach, we see approximately only 3% of
the same modules being recommended; since this approach operates over the
limited set of largely popular modules actually selected by students, this result
is also to be expected.

α 1 0.75 0.5 0.25 CF

1 1.000 0.901 0.765 0.626 0.031
0.75 1.000 0.862 0.724 0.032
0.5 1.000 0.860 0.033
0.25 1.000 0.034
CF 1.000

Table 1. Overlap of the recommended
module sets by the different approaches.

α D. Mod. D. Sub. % IPE StC

1 149 31 24.1 0.012
0.75 156 34 21.1 0.011
0.5 157 37 17.9 0.009
0.25 154 44 12.3 0.008
CF 60 28 26.7 0.002

Table 2. Evaluation results for the differ-
ent approaches.

Table 2 shows that there is a gradual increase in both the number of distinct
modules (D. Mod.) recommended and the number of distinct subjects covered
(D. Sub.) as diversity is introduced (i.e. as α decreases). Moreover, the percent-
age of in-programme (Computer Science) modules (% IPE) recommended also
reduces, while the reduction in the sim-to-core (StC ) metric is less pronounced.
The results also show that the collaborative filtering approach produces recom-
mendations with the lowest number of distinct modules and subjects covered,
while the percentage of IPE modules recommended is the highest. Thus, it can
be seen that the hybrid approach can successfully improve recommendation di-
versity, without significantly compromising relevance, while the collaborative
filtering approach recommends from a relatively small set of modules.
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5 Conclusion and Future work
The application of recommender systems seems opportune given the increasing
tendency of our university’s students to select from among a limited number of
popular elective modules. We have shown that module descriptions can be used
to make meaningful recommendations. While collaborative filtering approaches
will give accurate results in a traditional sense, it will not help the problem of
discoverability of modules as it promotes primarily already popular modules. We
have shown that the proposed hybrid recommender system can add diversity to
the set of recommendations. While the taxonomy-based recommender represents
a first step, nonetheless it is capable of facilitating the discoverability of modules
outside of the students’ core area of study. In future work we plan on further
developing our approach as well as conducting a live user study to understand
how students will interact with the system and whether it leads to students
choosing from among a more diverse range of elective module options.
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