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Abstract

Context: When software architects or engineers are given a list of all the features and their interactions (i.e., a Feature Model or FM) together with stakeholders’ preferences – their task is to find a set of potential products to suggest the decision makers. Software Product Lines Engineering (SPLE) consists in optimising those large and highly constrained search spaces according to multiple objectives reflecting the preference of the different stakeholders. SPLE is known to be extremely skill- and labour-intensive and it has been a popular topic of research in the past years.

Objective: This paper presents the first thorough description and evaluation of the related problem of evolving software product lines. While change and evolution of software systems is the common case in the industry, to the best of our knowledge this element has been overlooked in the literature. In particular, we evaluate whether seeding previous solutions to genetic algorithms (that work well on the general problem) would help them to find better/faster solutions.

Method: We describe in this paper a benchmark of large scale evolving FMs, consisting of 5 popular FMs and their evolutions – synthetically generated following an experimental study of FM evolution. We then study the performance of a state-of-the-art algorithm for multi-objective FM selection (SATIBEA) when seeded with former solutions.

Results: Our experiments show that we can improve both the execution time and the quality of SATIBEA by feeding it with previous configurations. In particular, SATIBEA with seeds proves to converge an order of magnitude faster than SATIBEA alone.

Conclusion: We show in this paper that evolution of FMs is not a trivial task and that seeding previous solutions can be used as a first step in the optimisation - unless the difference between former and current FMs is high, where seeding has a limited impact.

Keywords: Software Product Lines, Multi-objective, Genetic Algorithm, Evolution

1. Introduction

Software Product Lines (SPL) is a branch of Software Engineering that aims at designing software products based on a composition of pre-defined software artefacts, increasing the reusability and personalisation of software products [3, 42]. Software architects, when they design new products or adapt existing products, navigate a set of features in a Feature Model (FM). Each of these features represents an element of a software artefact that is of importance to some stakeholders. Through its structure and additional constraints, each FM describes all possible products as combinations of features. One of the issues with FMs is that they can be very large – for instance in our study we work with FMs composed of more than 13,000 features and of nearly 300,000 constraints. Optimising FM Configurations, i.e., selecting the set of features that could lead to potential real products, is then a difficult problem [31]. This problem is also called SPL configuration as it consists in configuring products from the FMs.

In theory, software architects use SPL engineering to find one product – the product that matches their needs the most and does not violate any of the Feature Model’s constraints. But in practice, the notion of the ‘best’ product is controversial, as there are different perspectives on what is a good product. For instance, some stakeholders may consider that energy consumption of the products is the most important objective to optimise, while for others it can be the cost of licensing the features; or some stakeholders see the reliability as the key element (for instance if they run critical applications), while other stakeholders have a strict performance policy and they need assurance that the selected features follow some guidelines. Figure 1 shows an example of SPL configuration according to two dimensions: number of known defects and cost (the lower the better for both dimensions). Possible products, found by an SPL optimisation algorithm, are represented as coloured circles. The good products, i.e., those that are better than any other one in a combination of objectives are represented by black circles. Product f, for instance, is not considered a good one, as product b is better than f in both dimensions. Similarly, product a, while worse than f in terms of cost, is better than all the...
others in terms of known defects - it is then considered a good product. Those good products form a set, called Pareto set or Pareto front.

![Figure 1: Possible products in 2-dimensions. In black are the non-dominated solutions (the good ones) and in white the dominated solutions (the bad ones).](image)

Since it is unlikely in practice that only one dimension would be considered when optimising the feature configuration, the SPL engineering problem can be interpreted as a multi-objective optimisation problem [33, 48]. In fact, software architects tend to favour tools that allow them to manipulate good products, i.e., possible products that are better than every other possible product on a particular combination of objectives.

Another related problem that has only been addressed in the literature recently [13], is feature selection in a multi-objective context when the FMs evolve. Software requirements and artefacts evolve constantly; customers and other stakeholders change their opinions about what an application should do and how it should achieve that. Such changes can be reflected in Feature Models [44]: for instance, we have seen in our study that a large FM (such as the one behind the Linux kernel) evolves regularly and substantially (every few months a new version is released with up to 7% difference from the previous one). In this context, it seems odd to generate random bootstrapping populations for the state-of-the-art genetic algorithms, such as SATIBEA. It is tempting on the contrary to use the fact that FMs have evolved and that the SPL configurations generated previously, while not totally applicable, are close and can be adapted. This is a strategy called seeding and our intuition is that this could prove helpful in the context of Feature Model selection - especially since SATIBEA (and the other evolutionary algorithms) is very dependent on the initial population.

Seeding for search-based software engineering is not a novel idea as such (e.g., see papers by Fraser and Arcuri [26] and Alshahwan and Harman [2]). However, our approach is novel for various reasons:

- usually seeding is done by taking a few good/previous solutions that are inserted in the initial population - while in this paper, we take all the previous solutions that we adapt to create a starting population.

- the data sets we use for our experiments in this paper are large and very constrained, which is not always the case in search-based software engineering contexts for which seeding is known to work. This, of course, calls for a proper evaluation that we report here.

- we also studied the performance of seeding against a large variety of data sets, of different size and demographics (varying in their numbers and ratios of features and constraints). This gives us some more assurance that our conclusions are correct.

From a more general perspective, our contributions in this paper are the following:

- We propose a benchmark\(^1\) for the analysis of evolving SPL; this data set has been generated following a study of the demographics and evolution of a large SPL (Linux kernel). This data set is important to provide a good evaluation of the different algorithms under different evolution scenarios;

- We propose eSATIBEA which is a modification of the state-of-the-art SATIBEA [33] for evolving SPL. eSATIBEA adapts previous solutions to new FMs to improve and speed-up the results of SATIBEA;

- We evaluate SATIBEA and eSATIBEA on the evolving SPL problem and show that eSATIBEA improves both the execution time and the quality of SATIBEA. In particular, eSATIBEA converges an order of magnitude faster than SATIBEA alone.

The rest of this paper is organised as follows: Section 2 defines the problem of multi-objective features selection when Feature Models evolve. Section 3 presents a large study of the evolution of a Feature Model: 20 versions of the Linux kernel (up to 13,000+ features and nearly 300,000 constraints). This study of the demographics of the Feature Model helps us to create the synthetic evolutions of 5 large and popular FMs. In particular, we are able to create evolved data sets using two parameters representing the evolution in terms of features and constraints. Section 4 describes SATIBEA, the state-of-the-art resolution algorithm for multi-objective SPL problems and the seeding mechanism for SPL configuration. In particular, we present a modification of SATIBEA that we call eSATIBEA – for SATIBEA in the context of Evolution. Section 5 describes the hardware set-up and presents the various metrics we use to compare algorithms. Those metrics are standard in the community and are classified as quality and diversity metrics. Section 6 evaluates SATIBEA and eSATIBEA against the 5 evolved data sets – and with different degrees of evolution. We show that eSATIBEA performs better in terms of quality and converges faster than SATIBEA (an order of magnitude faster). Section 7 presents threats to the validity of the results. Section 8 describes the related work. Section 9 concludes our study and proposes some future directions that we would like to explore.

Note that the study that we report in this paper follows a previous work [13] published at SSBSE 2016, the symposium dedicated to Search Based Software Engineering. In the SSBSE paper, we introduced the problem of optimisation of evolving features and artefacts evolve constantly; customers and other stakeholders change their opinions about what an application should do and how it should achieve that. Such changes can be reflected in Feature Models [44]: for instance, we have seen in our study how it should achieve that. Such changes can be reflected in Feature Models [44]: for instance, we have seen in our study [44] that a large FM (such as the one behind the Linux kernel) evolves regularly and substantially (every few months a new version is released with up to 7% difference from the previous one). In this context, it seems odd to generate random bootstrapping populations for the state-of-the-art genetic algorithms, such as SATIBEA. It is tempting on the contrary to use the fact that FMs have evolved and that the SPL configurations generated previously, while not totally applicable, are close and can be adapted. This is a strategy called seeding and our intuition is that this could prove helpful in the context of Feature Model selection - especially since SATIBEA (and the other evolutionary algorithms) is very dependent on the initial population.

Seeding for search-based software engineering is not a novel idea as such (e.g., see papers by Fraser and Arcuri [26] and Alshahwan and Harman [2]). However, our approach is novel for various reasons:

- usually seeding is done by taking a few good/previous solutions that are inserted in the initial population - while in this paper, we take all the previous solutions that we adapt to create a starting population.

- the data sets we use for our experiments in this paper are large and very constrained, which is not always the case in search-based software engineering contexts for which seeding is known to work. This, of course, calls for a proper evaluation that we report here.

\(^1\)Available here: [http://hibernia.ucd.ie/EvolvingFMs/](http://hibernia.ucd.ie/EvolvingFMs/) upon acceptance of this paper.
Feature Models and provided some preliminary results using one data set and one metric. In the current paper, we extend the study to 5 data sets and 5 metrics, and we describe the data sets and the techniques in depth.

2. Problem Definition

In this section, we present the three elements that define the problem in our paper.

– Software Product Line Engineering, in particular how to describe variations of software applications as configurations of a Feature Model.

– Multi-objective optimisation: picking features can lead to many products for which the quality can be seen from different perspectives. MOO gives a framework to address this sort of problems.

– Evolution of Software Product Lines: Software applications, requirements, implementation, etc., change constantly and the Feature Models need to be updated to reflect these evolutions.

2.1. Software Product Line Engineering

Software engineers often need to adapt software artefacts to the needs of a particular customer [19]. Software Product Line Engineering is a software paradigm that aims at managing those variations in a systematic fashion. For instance, all software artefacts (and their variations) can be interpreted as a set of variations in a systematic fashion. For instance, all software artefacts can be interpreted as a set of variations in a systematic fashion. For instance, all software artefacts can be interpreted as a set of variations in a systematic fashion.

Feature Models can be represented as a set of features and relations (constraints) between them. Figure 2 shows a simple FM with 10 features linked by several relations. For instance, each ‘Screen’ has to be of exactly one of three types, i.e., ‘Basic’, ‘Colour’ or ‘High Resolution’. When deriving a product from the product line, we have to select a subset of features, proposed by Sayyad et al. [49].

All these non-dominated solutions represent a set called a Pareto front. In other words, in all criteria $s_1$ is at least as good as $s_2$, while in at least one criterion it is clearly better (recall we are looking at the minimisation case here, so better means smaller).

Multi-objective Optimisation (MOO) involves the simultaneous optimisation of more than one objective function. Given that the value of software artefacts can be seen from different angles (such as cost of development, importance for customers, reliability and so on), feature selection in SPL is a good candidate for MOO [33, 48].

Let us consider the minimisation case here – solutions of a MOO problem represent the set of non-dominated solutions defined as follows: Let $S$ be the set of all feasible solutions for a given FM. Then $s \in S$, $O = \{O_1(s), ..., O_k(s)\}$ represents a vector containing values of the $k$ objectives for a given solution $s$. We say that a solution $s_1$ dominates $s_2$, written as $s_1 > s_2$, if and only if $\forall i \in \{1, ..., k\}, O_i(s_1) \leq O_i(s_2)$ and $\exists i \in \{1, ..., k\}$ such that $O_i(s_1) < O_i(s_2)$. In other words, in all criteria $s_1$ is as least as good as $s_2$, while in at least one criterion it is clearly better (recall we are looking at the minimisation case here, so better means smaller).

All these non-dominated solutions represent a set called a Pareto front: in this set, it is impossible to make any solution better in all objectives without making at least one solution dominated. The Pareto front given in Figure 1 contains solutions $a$, $b$, $c$, $d$ and $e$ because they are not dominated by any other, while $f$ is dominated by $b$, $g$ is dominated by $c$, and $h$ is dominated by $d$. Hence, $f$, $g$ and $h$ are not in the Pareto front.

Here, following other classical approaches [33, 48] we use 5 objectives:

1. Correctness – minimise the number of violated constraints, proposed by Sayyad et al. [49].
2. Richness of features – maximise the number of selected features (have products with more functionality).
3. Features used before – minimise the number of selected features that were not used before.
4. Known defects – minimise the number of known defects in selected features.
5. Cost – minimise the cost of the selected features.

In a different given application context, these objectives could be augmented or replaced with other particular criteria, e.g., consumption of resources or various costs.

2.2. Multi-objective Optimisation

Now, software designers, when configuring an SPL, do not only look for possible products (satisfying the FM) but for products optimising multiple criteria. This is why the problem of SPL configuration has been described as multi-objective.

2.3. Evolution in SPL

Evolution of SPLs and the corresponding FMs is known to be an important challenge since product lines represent long-term
investments [45]. For instance, in Section 3 we present a study of a large-scale FM, the Linux kernel, and we show that every few months a new FM is released with up to 7% modifications among the features (features added or removed). To the best of our knowledge, the FM/SPL evolution perspective has not been addressed in the multi-objective feature selection literature.

In this paper, we show a potential approach for this optimisation problem which utilises the evolution from one FM to another. The relationship between two versions of a Feature Model is expressed as a mapping between features. Let us assume an FM \( FM_1 \) evolved into another FM \( FM_2 \). Some of the features \( f_i^1 \in FM_1 \) are mapped on to features \( f_i^2 \in FM_2 \) — they are the same or considered the same, while some of the features \( f_i^1 \in FM_1 \) are not mapped onto any features in \( FM_2 \) (\( f_i^1 \) has been removed) and features \( f_i^2 \in FM_2 \) have no corresponding features in \( FM_1 \) (\( f_i^2 \) has been added). The same can be applied to constraints (removed from \( FM_1 \) or added to \( FM_2 \)). The problem we address concerns adapting the solutions found previously for \( FM_1 \) to \( FM_2 \).

3. Benchmark for Feature-Model Evolution

Evolution of large software artefacts and applications, typical of what software product lines engineering usually addresses, is a known fact [44]. In this paper we want to study the performance of a classical algorithm for software product line configuration (SATIBEA [33]) in the context of evolution — and in particular we want to evaluate whether seeding previous configuration (SATIBEA [33]) in the context of evolution — and in particular we want to evaluate whether seeding previous configurations improves the performance of this algorithm.

A simple option for our study would be to use Feature Models for which we can find various versions. For instance, we present below a large Feature Model and its evolutions. However, our objective is to study the behaviour of two algorithms — and we would like to have a good control of the various evolution parameters: number of features removed/added, number of constraints added/removed etc.

This is why we have created a benchmark for Feature Model evolution: in order to be able to take any Feature Model and synthetically (but realistically) evolve it depending on the parameters required by specific experiments (e.g., small evolution of features but large evolution of constraints, etc.).

3.1. Study of the Linux Kernel

We studied the largest open source Feature Model we could find [1]: the Linux kernel [51] containing a maximum of 13,322 features and 277,521 constraints in its version 2.6.32 (see Table 1). We evaluated the demographics (features, constraints) and evolution of 21 versions of the kernel from version 2.6.12 to version 2.6.32 that are publicly available in the Linux Variability Analysis Tools (LVAT) repository [52].

Feature Models in the LVAT repository are not directly ready to use for our approach (i.e., they are not in the form of an instance of the SAT problem) as they are based on Kconfig model extracts (.exconfig). Therefore, they have to be translated into SAT instances first [10]. To achieve that, we use a tool called VM2BOOL\(^2\) which converts every Feature Model (originally in a Kconfig file) into propositional formulas (stored on a .dimacs file). This transformation allows the optimisation algorithms (e.g., SATIBEA and eSATIBEA) to process the Feature Models.

Using the VM2BOOL tool, however, introduces additional variables into the problem in addition to those representing the features. This allows VM2BOOL to translate the most complicated relationships in the FM and also to avoid an explosion in the size of the propositions. We show in Table 1 the characteristics of the different evolutions in terms of the number of features (the real ones) and also show the size of their respective SAT problem as number of variables and number of clauses (constraints).

We observe that on average there was only 4.6% difference in terms of features between a version and the next. See Table 2 and Table 3 for a complete description of the number of features in common between any two versions — and the corresponding percentage values. Out of this 4.6% modified features, 21.22% were removed features and 78.78% were added features, on average.

To summarise, Table 4 shows the percentages of evolution for both features and constraints between two consecutive FMs.

We also evaluated the size of the clauses/constraints in the problem, as we need to know how the constraints we add in the problem should look like. We found that a large proportion of the FMs’ constraints have 6 features (39%), 5 features (16%), 18 features (14%) or 19 features (14%). See Figure 3 for a more detailed report of the constraints sizes. Now we will be able to create randomly new constraints (or delete existing constraints)

\(^2\)https://bitbucket.org/tberger/vm2bool

<table>
<thead>
<tr>
<th>Version</th>
<th>Release Date</th>
<th>Difference with previous release (days)</th>
<th>#Features</th>
<th>#Variables</th>
<th>#Clauses</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.6.12</td>
<td>17/06/2005</td>
<td>675</td>
<td>28,816</td>
<td>117,502</td>
<td></td>
</tr>
<tr>
<td>2.6.13</td>
<td>29/08/2005</td>
<td>73</td>
<td>29,814</td>
<td>120,599</td>
<td></td>
</tr>
<tr>
<td>2.6.14</td>
<td>27/10/2005</td>
<td>59</td>
<td>30,736</td>
<td>123,142</td>
<td></td>
</tr>
<tr>
<td>2.6.15</td>
<td>03/01/2006</td>
<td>68</td>
<td>31,340</td>
<td>125,179</td>
<td></td>
</tr>
<tr>
<td>2.6.16</td>
<td>20/03/2006</td>
<td>76</td>
<td>32,040</td>
<td>129,794</td>
<td></td>
</tr>
<tr>
<td>2.6.17</td>
<td>17/06/2006</td>
<td>89</td>
<td>32,736</td>
<td>132,780</td>
<td></td>
</tr>
<tr>
<td>2.6.18</td>
<td>20/09/2006</td>
<td>95</td>
<td>34,436</td>
<td>140,134</td>
<td></td>
</tr>
<tr>
<td>2.6.19</td>
<td>29/11/2006</td>
<td>70</td>
<td>36,220</td>
<td>152,888</td>
<td></td>
</tr>
<tr>
<td>2.6.20</td>
<td>05/02/2007</td>
<td>68</td>
<td>36,874</td>
<td>156,635</td>
<td></td>
</tr>
<tr>
<td>2.6.21</td>
<td>26/04/2007</td>
<td>80</td>
<td>37,858</td>
<td>162,038</td>
<td></td>
</tr>
<tr>
<td>2.6.22</td>
<td>08/07/2007</td>
<td>73</td>
<td>39,498</td>
<td>185,595</td>
<td></td>
</tr>
<tr>
<td>2.6.23</td>
<td>09/10/2007</td>
<td>93</td>
<td>40,922</td>
<td>181,881</td>
<td></td>
</tr>
<tr>
<td>2.6.24</td>
<td>24/01/2008</td>
<td>107</td>
<td>43,758</td>
<td>197,826</td>
<td></td>
</tr>
<tr>
<td>2.6.25</td>
<td>17/04/2008</td>
<td>84</td>
<td>45,612</td>
<td>206,816</td>
<td></td>
</tr>
<tr>
<td>2.6.26</td>
<td>13/07/2008</td>
<td>87</td>
<td>47,302</td>
<td>217,139</td>
<td></td>
</tr>
<tr>
<td>2.6.27</td>
<td>09/10/2008</td>
<td>88</td>
<td>48,868</td>
<td>218,960</td>
<td></td>
</tr>
<tr>
<td>2.6.28</td>
<td>25/12/2008</td>
<td>77</td>
<td>51,338</td>
<td>229,794</td>
<td></td>
</tr>
<tr>
<td>2.6.29</td>
<td>24/03/2009</td>
<td>89</td>
<td>53,868</td>
<td>248,347</td>
<td></td>
</tr>
<tr>
<td>2.6.30</td>
<td>09/06/2009</td>
<td>77</td>
<td>55,806</td>
<td>256,440</td>
<td></td>
</tr>
<tr>
<td>2.6.31</td>
<td>09/09/2009</td>
<td>92</td>
<td>57,828</td>
<td>266,416</td>
<td></td>
</tr>
<tr>
<td>2.6.32</td>
<td>03/12/2009</td>
<td>85</td>
<td>60,072</td>
<td>277,521</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Version number (2.6.\#), release date, number of days between previous and current releases and number of features of the different versions of the Linux kernel considered in our study. We also show the number of Boolean variables and the number of clauses (constraints) in the SAT representation of the FM of each version.
<table>
<thead>
<tr>
<th>Features</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference</td>
<td>4.57%</td>
</tr>
<tr>
<td>among which</td>
<td></td>
</tr>
<tr>
<td>Removed</td>
<td>21.23%</td>
</tr>
<tr>
<td>Added</td>
<td>78.77%</td>
</tr>
</tbody>
</table>

Table 4: Average evolution of features/constraints between two consecutive FMs.

Figure 3: Distribution of the constraints’ sizes (i.e., how many features they contain).

From this study, we generated a synthetic benchmark of FM evolution based on the real evolution of the Linux kernel – hence a realistic benchmark but with more variability than in a real one, allowing us also to get several synthetic data sets corresponding to these characteristics. Our FM generator uses two parameters representing the percentage of feature modifications (added/removed) and the percentage of constraint modifications (added/removed). The higher those percentages are, the more different the new FM will be from the original one. Our FM generator uses the proportions we observed in the 20 FMs to generate new features/remove old ones, and to generate new constraints of a particular length. We use the following values to generate new FMs: from 5% of modified features and 1% of modified constraints (FM 5_1) to 20% of modified features and 10% of modified constraints (FM 20_10). In our evaluations, the results are promising; we believe this approach could be useful for generating new FMs that are more realistic and adaptable to different scenarios.
we generate 10 synthetic FMs for each values of the parameters.

You will see later in this paper (e.g., Figures 6) the results of different SPL algorithms on data sets generated synthetically by our generator (10 different combinations of parameters, and 10 data sets per combination).

In addition to the Linux kernel, we also include four other major data sets:

- eCos [8] (Embedded Configurable Operating System) is a real-time operating system designed for embedded systems and applications with a single process. It is also free and open-source.
- Fiasco [9] is a microkernel that can be used to construct flexible systems such as Unix-like operating systems.
- FreeBSD [53] is a free and open-source operating system similar to Linux.
- µClinux [9] is a microcontroller that is derived from the Linux kernel.

These data sets are widely used in the literature [1], cover large real-world Feature Models and are available in the LVAT repository [52]. For each of these data sets and for each evolution target, we generate 10 different versions. For instance, given the FM of FreeBSD and an evolution target of 10\% we generate 10 evolutions of the FM with 10\% of modifications of the features and 5\% of modifications of the constraints.

Table 5 describes the size of the initial versions that are considered for each of the data sets, with their number of features, the size of the SAT problem representing their respective FMs on both variables and clauses. The execution time of 1,200 seconds used on the Linux kernel comes from [33] (the first presentation of SATIBEA). For the other data sets, we use smaller execution times based on the convergence time of our algorithms.

Note that anyway our experiments show the impact of time as execution times based on the convergence time of our algorithms.

This section describes the algorithms we study in this paper. The state-of-the-art algorithm for multi-objective features selection (i.e., SATIBEA) and our extension to SATIBEA for evolved FMs (i.e., eSATIBEA). It also defines the parameters that are used by each of these algorithms.

### 4.1. State-of-the-art, SATIBEA

SATIBEA [33] is an improved version of the Indicator-Based Evolutionary Algorithm (IBEA) proposed by Zitzler and Künzli [65] that guides the search by a quality indicator given by the user. Previous to SATIBEA several techniques have been tried to solve the Multi-objective Optimisation for SPL. As most of the random techniques and genetic algorithms tend to generate invalid solutions (given the large and constrained search space, any random, mutation or crossover operation is tricky) setting the number of violated constraints as a minimisation objective has been proposed by Sayyad et al. [49]. It is obviously not the best possible decision and is acceptable only because of the size of the problem, which is otherwise tractable only for small FMs and exact algorithms [43, 38].

SATIBEA has been introduced to help IBEA finding valid products using a SAT solver. The purpose is to change the mutation process of IBEA’s genetic algorithm: when an individual is mutated, three different exclusive mutations can be applied:

1. The standard bit-flip mutation proposed by IBEA.
2. Replacing the individual by another one generated by the SAT solver that does not violate any constraints.
3. Transforming the individual into a valid one using the SAT solver (repair).

With this new mutation approach, SATIBEA improves the quality of the solutions found by IBEA: it is capable of finding valid optimised products, but gives also better values in quality metrics (e.g., hypervolume).

### 4.2. Using Seeds in Evolved FMs, eSATIBEA

When an FM evolves, more or less modifications appear in features and constraints, depending on how far the new model is from the original one. We propose to take advantage of previous FM configurations (when they exist) to feed SATIBEA with solutions of the original model. Let’s suppose two FMs: $F_1$ and $F_2$ with $F_2$ being an evolution of $F_1$ (i.e., features/constraints added and removed). We consider that we already found a set of solutions $S_1$ by applying a multi-objectives optimisation algorithm (SATIBEA in our case) on $F_1$. Instead of leaving SATIBEA with an initial random population for $F_2$, we adapt $S_1$ to $F_2$ such that for each individual, we remove bits representing removed features and add bits with random values for each new feature, then we compute the objective functions and give these new individuals as an initial population to SATIBEA that will run normally on $F_2$. Our hope is that these initial individuals will be of good quality or at least better than random solutions.

### 4.3. Parameters

We use in our experiment the same values as in [33] for all the parameters in both SATIBEA and eSATIBEA:

- Population size: 300 individuals
- Offspring population size: 300 individuals
- Crossover rate: 0.8. This represents the probability for a couple of individuals in the population to purchase a crossover, i.e., a mix of their characteristics.
– Mutation rate: 0.001. This represents the probability for each bit (true if a feature is selected, 0 otherwise) of an individual to be flipped.

– Solver mutation rate: 0.02. This represents the probability of using the SAT solver to correct a solution during the mutation process.

5. Experimental Set-up

This section presents the hardware configuration, the metrics we use to evaluate the performance of our algorithms and the two tests we use to validate the significance of our results. All our algorithms are implemented in Java and the tests are performed on a machine running Ubuntu 12.4 LTS 64bits with 62GB of RAM and 12 core Intel(R) Xeon(R) 2.20GHz CPU (our algorithms use only one core). We evaluate the performance of our techniques based on two types of metrics, following Wang et al. [61] practical guide for selecting quality indicators: (i) quality metrics: how good is the obtained Pareto front? and (ii) diversity metrics: how large/representative are its solutions?

5.1. Quality Metrics

We use three quality metrics to assess the quality of Pareto front solutions produced by the different algorithms.

5.1.1. Hypervolume (HV)

The intuition behind the hypervolume [66, 67] is that it gives the volume (defined in the k dimensions of the search space) dominated by the Pareto front. The hypervolume is the area between the solutions and the reference point. The reference point represents the worst possible value for each objective. The obtained measure represents the area covered by our approximate Pareto front: the higher the better.

In a more formal way, the hypervolume is defined in [33, 14] as follows:

Let \( A \) be the set of points on the Pareto front, then the hypervolume of \( A \) is represented by:

\[
HV(A) = \lambda \left( \bigcup_{s \in A} [O_1(s), r_1] \times \ldots \times [O_k(s), r_k] \right)
\]

where: \( \lambda \) is the Lebesgue measure [32], \( k \) is the number of objectives, \( [r_1, \ldots, r_k] \) is a reference point taken far from it and \( [O_1(s), r_1] \times \ldots \times [O_k(s), r_k] \) is the k-dimensional hyper cuboid consisting of all points that are weakly dominated by the point \( s \) but not weakly dominated by the reference point.

5.1.2. Epsilon (\( \epsilon \))

This metric measures the shortest distance that is required to transform every solution in a Pareto front \( A \) to dominate the reference front \( R \) [68]. Given the hardness of finding the optimal Pareto front and as it is commonly done in practice [25], we define the reference front as the set of all non-dominated solutions obtained by the different algorithms throughout all the iterations. The lower the \( \epsilon \) value the better is the Pareto front.

The \( \epsilon \) metric finds the smallest multiplier \( \epsilon \) such that every solution \( R \) is dominated by at least one solution in \( A \), and is defined as:

\[
\epsilon(A, R) = \min(\epsilon) \mid \forall s \in R, \exists s' \in A, \ s \geq \epsilon.s'
\]

5.1.3. Inverted Generation Distance (IGD)

This metric is the average of distances \( d(s, A) \) for every solution \( s \) in the reference front \( R \) and its closest solution in the Pareto front \( A \) [35]. This metric is complementary of the \( \epsilon \) metric in its way to evaluate the distance between the Pareto and the reference fronts, and the lower the IGD the better the Pareto front.

\[
IGD(A, R) = \frac{\sum_{s \in R} d(s, A)}{|A|}
\]

5.2. Diversity Metrics

We use in our evaluation two metrics that ensure that the set of solutions we present to the decision maker in order to choose from is diverse enough.

5.2.1. Pareto Front Size (PFS)

This metric corresponds to the quantity of solutions that are not dominated in a set of solutions \( A \). In our case, we count the number of non-dominated solutions in the population of every generation. The higher this number the better as it means that we provide more choices to the decision makers to navigate and to select amongst them.

\[
PFS(A) = |R|
\]

5.2.2. Spread (S)

This metric measures the solutions extent spread in the Pareto front and evaluates their distribution [22]. The higher the spread the more diverse if the Pareto front (i.e., the better). For a set of solutions \( A \), consider that for every two consecutive solutions \( s_a, s_b \in A^2 \) \( d_a \) is the distance between the solutions \( s_a \) and \( s_b \), and \( s_1 \in A \) and \( s_j \in A \) are the two furthest solutions in \( A \):

\[
S(A) = \frac{d_1 + d_j + \sum_{i=1}^{\lfloor |A|-1 \rfloor} (d_i - d_{avg})}{d_1 + d_j + d_{avg}(|A| - 1)}
\]

with \( d_{avg} = \frac{\sum_{i=1}^{\lfloor |A| \rfloor} d_i}{|A|} \)

5.3. Statistical Analysis and Tests

In order to validate the significance of our comparison, we perform a statistical test using a non-parametric test: the two-tailed Mann-Whitney U test (MWU). On every target, MWU returns the p-value that one of the algorithms obtains different values than the other. We consider tests significant when they are below a significance level of 0.05. Moreover, given the small number of runs in our experiment, and in order to lower the risk of having incorrect rejection of true null hypothesis, we use a conservative but safe adjustment
(i.e., the standard Bonferroni adjustment [4]) which reduces the chances of their erroneous rejection. Furthermore, following the advice in the practical guide proposed by Arcuri and Briand [4], we also use the non-parametric $\hat{A}_{12}$ [59] effect size measure which evaluates the ratio of runs from the first algorithm that outperform the second one. It is considered in the literature that when $\hat{A}_{12}$ is above 0.71, differences between the algorithms are large.

6. Evaluation

We evaluate in this section two algorithms: SATIBEA, known in the literature as the best algorithm for multi-objective configuration of SPLs, and our contribution: eSATIBEA.

First, we evaluate their performance on the Linux kernel benchmark described earlier in this paper, both in terms of quality and diversity of solutions while varying the evolution targets. We show the average results of 30 runs for each evolution target and each algorithm. We perform first this thorough and detailed study of the Linux kernel in order to give the reader a good sense of what is happening with the two algorithms. We also evaluate the significance of the results obtained by eSATIBEA over those of SATIBEA at four key optimisation snapshots (i.e., the initial, first, middle and last generations of the genetic algorithms).

Then, we extend the comparison to the 4 other data sets and study the gain that eSATIBEA brings over SATIBEA according to the evolution targets on every single metric. This broader evaluation will give us a sense of how stable are the algorithms (as they will be used against data sets of different varieties) and how robust our conclusions are.

6.1. Quality Performance of SATIBEA and eSATIBEA on the Linux Kernel

We compare the quality of the solutions in every generation of eSATIBEA and SATIBEA when run on the different Linux kernel instances with various evolution targets.

Figure 4 shows the evolution of SATIBEA’s and eSATIBEA’s performance on the different evolutions of the Linux kernel in terms of HV, $\epsilon$ and IGD.

First, we see that eSATIBEA starts with a high HV from its start (389.15% better than SATIBEA’s HV on average) and maintains this HV quality in the following generations; whereas SATIBEA starts with a low HV that it keeps improving over time to eventually reach eSATIBEA’s HV on some targets. SATIBEA does not always reach eSATIBEA’s HV on all targets though (eSATIBEA outperforms SATIBEA on HV on almost all evolutions except 10,1 and has an average improvement over SATIBEA of 8.37% on average at the end of the execution time), particularly on those with large evolution targets (e.g., on the evolution 20,10 eSATIBEA gets a 37.37% better HV than SATIBEA on average at the end of their execution).

We also see a similar behaviour for eSATIBEA on the $\epsilon$ metric as it achieves good results since the beginning of its execution time (eSATIBEA gets $\sim$ 31.6 times better $\epsilon$ value than SATIBEA at its start), but unlike HV, eSATIBEA improves on its initial $\epsilon$ metric performance (eSATIBEA achieves $\sim$ 2.6 times better $\epsilon$ value at the end of its execution time in comparison to its beginning on average). SATIBEA also starts with poor $\epsilon$ values but they improve quickly. However, SATIBEA never catches up with the $\epsilon$ values of eSATIBEA (eSATIBEA finishes with $\sim$ 10.9 times better $\epsilon$ values than SATIBEA on average).

We notice that eSATIBEA also starts with a large advantage in terms of IGD (eSATIBEA starts with an IGD $\sim$ 12.7 times better than SATIBEA on average), but unlike HV and $\epsilon$ it does not improve it. Even worse, eSATIBEA worsens slightly its IGD (notice the exponent on the IGD scale). SATIBEA has the same behaviour with IGD it has with HV. SATIBEA starts with a poor IGD that it quickly improves to reach similar results than those of eSATIBEA on most targets, but without ever outperforming it (eSATIBEA gets 21% better IGD than SATIBEA on average).

Overall, we see that eSATIBEA starts with an initial population with a good quality (far better than SATIBEA’s). We also see that eSATIBEA maintains the quality of its population in terms of $\epsilon$ value while at the same time maintaining its HV, and only worsening its IGD by at most $10^{-3}$. In any case and for every quality metric, eSATIBEA always achieves a better quality of population than SATIBEA within the initial generations. eSATIBEA also converges to a similar or a better quality of solutions than SATIBEA in all cases and on all metrics. We notice that eSATIBEA converges to a better quality of population on instances with the largest evolution distance (e.g., 20,10) which clearly indicates that SATIBEA’s initial population is not representative enough to allow the exploration of the entire search space, and that using solutions that are not feasible w.r.t. the evolved FM as an initial population allows eSATIBEA to explore a larger search space.

6.2. Diversity Performance of SATIBEA and eSATIBEA on the Linux Kernel

We compare the evolution in terms of diversity for both eSATIBEA and SATIBEA against our Linux kernel data set and various evolution targets.

Figures 5 show the evolution of SATIBEA’s and eSATIBEA’s performance on the different evolutions of the Linux kernel in terms of PFS and Spread.

We see that eSATIBEA achieves a good PFS of $\sim$ 290 from the start (28% better than SATIBEA’s PFS on average) and oscillates within an interval of +/-10 around this value. SATIBEA starts with a lesser PFS at $\sim$ 230 but it improves quickly (within the first few generations of the genetic improvement) to reach eSATIBEA’s results and even slightly outperforming them sometimes. At the end of the execution time, eSATIBEA outperforms SATIBEA on PFS on almost all evolutions (except 5,1) with an average improvement of 1.58%.

We also see that eSATIBEA starts its optimisation with an initial population that is of a decent but not the best Spread (despite being $\sim$ 2.33 times better than the spread of SATIBEA’s initial population), that it improves over time. SATIBEA’s initial population has a small Spread. SATIBEA improves it quickly to outperform eSATIBEA’s Spread, but this improvement is not stable and looks more like an ‘N-shaped’ one. At
Figure 4: Evolution of the quality of SATIBEA's and eSATIBEA's solutions for the Linux kernel.
the end of the execution time, SATIBEA usually finishes with a population that has a slightly better Spread than eSATIBEA (SATIBEA finishes with a better Spread than eSATIBEA on 7 cases out of 10, with a Spread improvement of 7.87% on average).

Overall, eSATIBEA starts with a population with a good PFS but with a not-so-good Spread and successfully improves its Spread without negatively impacting the PFS. SATIBEA, however, starts with a population that has both a poor Spread and a small PFS. SATIBEA quickly improves the quality of its population to catch up eSATIBEA in terms of PFS and to outperform it in terms of Spread.

Globally, we can say that eSATIBEA gets an initial population that has an almost optimal quality w.r.t. all the quality metrics considered in our experiments and has an almost optimal PFS. However, eSATIBEA's Spread is not-so-good, and eSATIBEA continues improving its $\epsilon$ measure and Spread, without negatively impacting other metrics (i.e., HV, IGD and Spread). On the other hand, SATIBEA starts with an initial population that is poor on all the metrics, but SATIBEA improves it quickly and reaches results that are oftentimes similar to eSATIBEA and even slightly better on Spread.

However, Spread is not a significant metric on its own as you can have solutions that are well spread that have a poor quality (eSATIBEA usually achieves better quality metrics that SATIBEA). Results also suggest that the further the evolution, the larger the gap between eSATIBEA's and SATIBEA's results and that SATIBEA axes more on performance than on exploration of the search space and corroborate the poor diversity results that were observed in Henard et al. [33] paper.
6.3. Significance of eSATIBEA’s results over SATIBEA on the Linux Kernel

We analyse in Table 6 the results obtained by both SATIBEA and eSATIBEA on the Linux kernel on four particular snapshots of their optimisation (i.e., initial, first, middle and last generations of their genetic algorithm). We also evaluate the significance of eSATIBEA’s results over those of SATIBEA at each of these snapshots. We report the non-parametric WMU significance test that is corrected using the standard Bonferroni adjustment. We also evaluate the ratio of runs of eSATIBEA that outperform SATIBEA using the non-parametric \( \hat{A}_{12} \) effect size measure. Notice that these two non-parametric tests (i.e., MWU and \( \hat{A}_{12} \)) show the significance of the first algorithm getting larger results than the second, and that some metrics are to be maximised while others are to be minimised. Therefore, in order to show the benefit of using eSATIBEA, we run both tests with eSATIBEA over SATIBEA for metrics to maximise, and SATIBEA over eSATIBEA for metrics to minimise.

We see in Table 6 that the initial generation of eSATIBEA is of a better quality than SATIBEA’s initial generation on all targets of the Linux kernel. The initial generation of eSATIBEA is 346.85%, 95.44% and 93.36% better on average than SATIBEA’s initial generation respectively on HV, \( \epsilon \) and IGD. The initial generation of eSATIBEA is also of a better diversity than SATIBEA’s initial generation as it is 30.31% better on PFS and 126.96% better on Spread on average. We also notice that all comparisons at this snapshot are statistically significant with at most an MWU \( p \)-value in the order of 1E-11. In addition, we also see that all the \( \hat{A}_{12} \) measures are at least larger than 0.9. However, we see that this is not totally the case for diversity metrics as \( \hat{A}_{12} \) is less than 1 on few targets. However, despite this drop in \( \hat{A}_{12} \), eSATIBEA’s diversity is still significantly better as \( \hat{A}_{12} \) is always larger than 0.9.

We notice from Table 6 that the first generation created by eSATIBEA is of a better quality than SATIBEA’s first generation on all targets of the Linux kernel despite a reduction in performance in comparison to what has been seen in the initial generation. The first generation of eSATIBEA is 89.92%, 79.60% and 63.84% better on average than SATIBEA’s first generation respectively on HV, \( \epsilon \) and IGD. The first generation of eSATIBEA is also of a better diversity than SATIBEA’s first generation as it is 10.16% better on PFS and 126.96% better on Spread on average. We also notice that all comparisons at this snapshot are statistically significant with at most an MWU \( p \)-value in the order of 1E-11. In addition, we also see that all the \( \hat{A}_{12} \) measures are at 1 regardless of the metric, which clearly indicates that the initial generation of eSATIBEA is better than the one from SATIBEA in all runs.

We also see in Table 6 that the first generation created by eSATIBEA is of a better quality than SATIBEA’s first generation on all targets of the Linux kernel despite a reduction in performance in comparison to what has been seen in the initial generation. The first generation of eSATIBEA is 89.92%, 79.60% and 63.84% better on average than SATIBEA’s first generation respectively on HV, \( \epsilon \) and IGD. The first generation of eSATIBEA is also of a better diversity than SATIBEA’s first generation as it is 10.16% better on PFS and 126.96% better on Spread on average. We also notice that all comparisons at this snapshot are statistically significant with at most an MWU \( p \)-value in the order of 1E-8. In addition, we also see that all the \( \hat{A}_{12} \) measures are at 1 for quality metrics, which clearly indicates that the first generation of eSATIBEA is still qualitatively better than the one from SATIBEA in all runs. But, we see that this is not totally the case for diversity metrics as \( \hat{A}_{12} \) is less than 1 on few targets. However, despite this drop in \( \hat{A}_{12} \), eSATIBEA’s diversity is still significantly better as \( \hat{A}_{12} \) is always larger than 0.9.

We see in Table 6 that the last generations of eSATIBEA and SATIBEA are close to each other in terms of results. However, eSATIBEA is still qualitatively better than SATIBEA on average with almost always significant results (except on target 20.1). eSATIBEA gets an improvement in HV on 8 targets out of 10 with an average of 7.48% over SATIBEA. eSATIBEA outperforms SATIBEA on all targets in terms of \( \epsilon \) with an average improvement of 83.63%. eSATIBEA also outperforms SATIBEA in terms of IGD on 9 targets out of 10 with an average improvement of 19.87%. When it comes to diversity metrics, we see the opposite as SATIBEA is outperforming eSATIBEA on average on both PFS and Spread. However, results are mostly not significant with MWU \( p \)-values beyond 0.05 and \( \hat{A}_{12} \) measures below 0.71 in many targets.

Overall, we see that eSATIBEA outperforms SATIBEA on all targets during their initial and first generations, but tend to converge to similar results in their middle and last generations. However, we see that the more distant is the target, the more eSATIBEA maintains its performance over SATIBEA (especially on 20.3, 20.5 and 20.10).

6.4. Gain of eSATIBEA over SATIBEA

The previous subsections described in depth the results obtained by SATIBEA and eSATIBEA on the evolutions of the Linux kernel. The current subsection is showing aggregate results for the 5 data sets (Linux kernel, eCos, Fiasco, FreeBSD, and \( \mu \)-Linux). This will give us a sense of the trends observed on each of those data sets and whether the conclusions made on the Linux kernel can be generalised.

Figures 6 show the evolution of the gain achieved by eSATIBEA over SATIBEA on each metric and for every evolution target when run on the five different data sets. Notice that the gain is obtained from the subtraction of SATIBEA’s results from eSATIBEA’s at any given time for metrics that are to be maximised (i.e., HV, PFS and Spread), and by subtracting eSATIBEA’s results from SATIBEA’s for the metrics that are to be minimised (i.e., \( \epsilon \) and IGD). Therefore, a positive gain is always better for eSATIBEA than a negative one.

We see that regarding the HV, the gain is positive on all data sets, for all evolutions and during the whole experiment. This gives a good advantage to eSATIBEA in comparison to SATIBEA in terms of quality of solutions. We see that this gain is larger during the first quarter of the execution time and that it decreases quickly to almost become null. However, we also
see that the gain on large evolution targets does not decrease to zero, but rather converges to higher values. This is an interesting point to notice as it means that the evolution is important (large difference between an FM and the new version) eSATIBEA shows more robustness and leverages the previous populations.

We also see the same type of behaviour when looking at the gain on $e$. However, this gain stays positive (good for eSATIBEA) for a larger number of evolution targets.

When we consider the gain on IGD, we notice two different trends: (i) on Linux kernel and FreeBSD data sets where we have the same behaviour as with the gain on HV, and on (ii) eCos, Fiasco and μLinux where we start with a positive gain which drops sharply to even turning negative (meaning eSATIBEA is better for these values) for a short duration, before getting back to the positive side and stabilising around zero for the rest of the execution. Notice that despite these two trends, the difference is not significant enough given the small size of the results.

The gains on the variety metrics look more erratic as they oscillate a lot between positive and negative values. The gain on FSP is mostly positive on the Linux kernel as it starts with large values which decrease over the execution time. However, we see a totally different trend on other data sets, as gains start with negative values before narrowing the interval of their oscillation (usually within [-30, 30]). The gains on the Spread are also varying a lot between positive and negative values. The gain starts with positive values on all targets but quickly drops below zero. This is then followed by an increase to reach null values and oscillates around it.
Overall, Figure 6 confirms what has been seen in Figure 4: eSATIBEA does not only find solutions of better quality than SATIBEA only on the Linux kernel, but also on the other data sets. Similarly, they also show that the further the evolution is from the original FM, the more eSATIBEA converges to qualitatively better results than SATIBEA. However, Figure 6 seems to indicate that eSATIBEA only outperforms SATIBEA in terms of variety of solutions at the beginning of the experiments, but they usually end up taking on each other for the rest of the experiment without any of them having a clear lead.

7. Threats to Validity

We have identified some threats to the validity of our evaluation. The first threat to validity in our work is in the choice of data sets. Our work is based on five data sets (i.e., Linux kernel, eCos, Fiasco, FreeBSD and µClinux). Therefore, results might not generalise to other data sets. In order to lower this risk, we...
have selected data sets of different sizes, which are, moreover, the same as those used by Henard et al. [33].

The second threat to validity is in the creation of the benchmark and the choice of target distances. We generate in our work 10 different targets with a difference of features between 1 and 20% and a difference of number of constraints between 1 and 10% from the initial version. Next, given that we could only find the different versions of the Linux kernel data set to study their evolution patterns, we use the same patterns on all the data sets which might not be true in reality. Last, we generate the target instances with some random parameters which might lead to a lack of coverage of specific cases. In our work, we generate 10 target instances for each target in order to lower this risk.

The last threat to valid is in the experiments themselves with errors in the code, disturbances from the machine used for the experiments, and the effect of randomness in both within SATIBEA and during the generation of seeds. To lower this risk, we use the code of SATIBEA made available by Henard et al. [33] that we extend using the same language and libraries. We also run the experiments on the same machine in total isolation (no parallel processes with the exception of those proper to the OS itself). Furthermore, we run our experiments for 30 iterations (each run of eSATIBEA given a different set of seeds as initial population, that is found by SATIBEA on the original instance) and check the significance of the results using two different tests.

8. Related Work

This section describes the relevant related work that we have used for our research. In particular, we have studied extensively the optimisation approaches for SPLE, both in the mono-(only one dimension) and multi-objective contexts. We have also examined the concept of evolution in SPLE, a relatively overlooked but important concept in Software Engineering and SPLE. For more complete reviews of optimisation problems and techniques for SPLE, see Harman et al. [31] and Lopez-Herrejon et al. [41]. Obviously, any studies of SPLE, in particular, when optimisation algorithms are used to identify and improve potential products, rely on understanding the effect/impact (e.g., performance, cost) of features in products. See the works of Siegmund et al. [56, 55, 54], Valov et al. [58], and Zhang et al. [64] for a complete description of this topic.

8.1. Mono- and Multi-objective Optimisation in SPLE

As we have described it before, the goal of feature selection in SPLE is to find and improve products in a large search space composed of a large number of features and constraints. This can be formalised as an optimisation problem for which many techniques have been described in the operations research and optimisation literature. A lot of research has been done in SPLE community in this context; in particular, authors have described the problem as mono-objective or multi-objective, depending on whether they consider the different dimensions of the optimisation as independent or not.

8.1.1. Mono-objective Optimisation

Benavides et al. [5] provide an overview of concepts for an automated reasoning on feature models, including ‘optimum products’ based on a single objective function. They later introduce FAMA [7], an extensible framework for automated analysis of feature models, and provide a literature review on the topic [6].

White et al. [62] suggest ‘Filtered Cartesian Flattening’ (FCF) an approximation technique that selects highly optimal feature sets while considering resource constraints.

Guo et al. [29] suggest GAFES, a genetic algorithm for product configuration, where they use repair to transform invalid selections, occurring after crossover operations, into valid ones. They report that their approach outperforms FCF [62] for large generated feature models.

As we suggest in this paper, feature selection in SPLE is better suited for multi-objective optimisation – so while some of the former works describe well the feature selection and so on, we focus on a multi-objective definition of the feature selection problem.

8.1.2. Multi-objective Optimisation in SPLE

Karimpour and Ruhe [36] frame the Scoping of a product line (i.e., the decision on which features to include) as a bi-criteria optimisation problem with a heuristic considering profit and stability.

Dos Santos Neto et al. [21] apply multi-objective optimisation to find product portfolios (that minimise cost and maximise relevancy) and provide a discussion of work on the related Next Release Problem.

Colanzi and Vergilio [15, 16, 17, 18] interpret the design of a product line architecture (PLA) as a multi-objective optimisation problem. They extend a genetic algorithm (NSGA-II) with a feature-driven crossover operator that aims to improve feature modularisation.

Guizzo et al. [27] extend the work by using a mutation operator that is based on design patterns.

Henard et al. [34] use a multi-objective genetic algorithm combined with constraint solving techniques to generate tests for SPLs.

Other works on test optimisation for product lines are provided, for instance, by Wang et al. [60] and Lopez-Herrejon et al. [39, 40].

Sayyad et al. [49] define a five-objective optimisation problem based on feature configuration, aiming to minimise total costs, known defects, and rule violations, and maximise the total number of products offered by products as well as features reused from previous products. They report that IBEA (Indicator-Based Evolutionary Algorithm) has an advantage over the previously often used NSGA-II due to the way it exploits user preference. In subsequent work, they investigate the effect of parameter tuning and the effects of slowing down the rates of crossover and mutation [46, 47]. Finally, they suggest a heuristic to ‘seed’ the IBEA used earlier with a pre-computed solution [48].

Olaechea et al. [43] provide a comparison of exact techniques (Guided Improvement Algorithm, GIA) and approximate tech-
niques (IBEA) for multi-objective optimisation applied to feature configuration. Guo et al. [30] aim to speed up exact techniques with parallel extensions, comparing the speed-up when using collaborative communication, divide-and-conquer, or a combination of both. They report that one algorithm called FS-GIA (Feature Split GIA) outperforms all other proposed algorithms and scales well up to 64 cores.

Henard et al. [33] introduce SATIBEA where they combine the genetic algorithm (IBEA) with a SAT solver to repair invalid configurations. The work presented in this paper is based on an extension of SATIBEA to evolving Feature Models, which we call eSATIBEA.

We follow the work of Henard et al. [33] in our problem definition and modelling, and we were inspired by some of the work by Sayyad et al. [49]. The important difference with all the previous work though is the evaluation of FM evolution on the algorithms, in particular, whether seeding previous solutions improves the results.

8.2. Evolution of Software Product Lines

The other important element in our study is the evolution of SPL, that has been somewhat studied in the past – mostly the tooling/engineering aspects of it, not the optimisation as in our own study.

Botterweck et al. [12, 45] suggest EvoFM, a model-based approach for planning and tracking product line evolution at a feature level. Guo et al. [28] suggest approaches for maintaining the consistency in evolving feature models.

Czarnecki et al. [20] provide a fundamental model of feature model configuration called ‘staged configuration’, where a feature model is configured in multiple phases, leading to a step-wise specialisation. White et al. [63] consider the configuration of a feature model as a multi-step process. However, they interpret the process as a constraint satisfaction problem where, for instance, each configuration step may have costs and constraints on these costs need to be observed.

Dhungana et al. [24, 23] aim to ease product line evolution by organising variability models of large product lines as a set of interrelated fragments. They provide semi-automatic tool support to merge fragments into complete product line models and consider the coevolution of variability models and their corresponding meta-models. Schmid and Verlage [50] discuss the economic impact of product line adoption and evolution. Laguna and Crespo [37] provide a systematic mapping study on product line evolution. Botterweck and Pleuss [11] give an overview of concepts in software product line evolution.

9. Conclusion

This paper has presented a new problem: the configuration of Software Product Lines when the Feature Models they are based on evolve.

To study this problem, we have proposed a benchmark based on a study of the evolution of a large Feature Model (up to 13,000+ features and nearly 300,000 constraints, 20 different versions over 4+ years). Our empirical study gave us the characteristics and demographics behind the evolution of that Feature Model - and we have replicated it to generate synthetic versions of 5 different data sets (Feature Models).

We have compared SATIBEA, the leading algorithm in the literature, and our contribution eSATIBEA (which takes an adaptation of the previous solutions as initial population) in this evolving context. Our experiments show that eSATIBEA improves both the execution time and the quality of SATIBEA by feeding it with previous configurations. In particular, eSATIBEA proves to converge an order of magnitude faster than SATIBEA alone.
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